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Abstract 

The study of adsorption is of significant importance for industrially relevant processes in which 

surfaces play a crucial role. The most explicit example is heterogeneous catalysis since usually 

the reactants have to adsorb on the catalyst surface before they can react. In this context physical 

and chemical aspects of the adsorption process both on single-crystal model catalysts as well as 

on real catalyst systems are important. This doctoral thesis is concerned with the interaction of 

oxygen, carbon monoxide, molecular and atomic hydrogen/deuterium and methanol on Cu(110), 

Pd(111) and Ni/Cu(110) surfaces using several experimental tools and density functional theory 

(DFT) calculations. The first part is about Cu(110) and Cu(110)-(2×1)O stripe phase and its 

interaction with methanol. The results, obtained by temperature desorption spectroscopy (TDS), 

low energy electron diffraction (LEED), Auger electron spectroscopy (AES), reflection 

absorption infrared spectroscopy (RAIRS) and reflection difference spectroscopy (RDS) 

measurements have been compared with previous studies in order to obtain a better 

understanding of the adsorption/desorption features of methanol. Adsorption of methanol on 

clean and oxygen pre-covered Cu(110) at 200 K and 270 K yielded different reaction 

intermediates and products. Actually, for both surfaces the sticking coefficient of methanol 

exhibits even opposing behaviors at these temperatures. Additional angular resolved thermal 

desorption experiments revealed further interesting features of methanol adsorption: from the 

oxygen covered stripe phase Cu(110) surface a bimodal desorption behavior was observed, 

indicating different desorption from the clean and oxygen covered part of the surface.  

To perform a quantitative determination of the reaction products, the methanol/Pd(111) system 

has been chosen. With in-line TDS we could exactly determine the ratio between associatively 

desorbing methanol and pure hydrogen and carbon monoxide desorption, as a result of 

dehydrogenation. Preadsorption and postadsorption of atomic/molecular deuterium on a methanol 

covered Pd(111) surface has also been studied to obtain a better understanding of the C-H bond 

breaking.  

The interaction of nickel tetra-carbonyl (Ni(CO)4) with the Cu(110) surface has been probed to 

obtain a bimetallic nickel-copper surface. Adsorption at surface temperatures lower than 160 K 

this organometallic molecule exhibits an interesting adsorption/desorption feature. It condenses in 
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two discrete states and shows an unusual frequency factor for desorption compared to small 

molecules. At elevated temperatures Ni(CO)4 decomposes into carbon monoxide and nickel on 

Cu(110), which yields a bimetallic surface formation. While a thick nickel film can be epitaxially 

grown on Cu(110), a (1×2) LEED pattern existing for a coverage lower than 1 ML, indicate the 

formation of a Cu-Ni surface alloy. As typical example of the combination of a transition and a 

non-transition metal, the Ni/Cu(110) surface alloys have been studied particularly for carbon 

monoxide adsorption/desorption. Combining a number of experimental techniques and 

theoretical calculations, the adsorption behavior of CO on Cu(110), Ni/Cu(110) and Ni(110) has 

been studied in detail. In TDS three new adsorption states have been observed for CO on a 0.25 

ML Ni/Cu(110) surface. In this case, the best configuration of nickel can be explained by nickel 

dimers which consist of both in-surface and adjacent subsurface atom. These new states also 

indicate that the geometric effects for CO adsorption are dominant instead of electronic effects on 

the Ni/Cu(110) bimetallic surface. In addition to that the interaction between atomic hydrogen 

and carbon monoxide with the Ni/Cu(110) surface has been studied by a series of experiments. 

The most important result of these studies was that even with atomic hydrogen no methanation of 

CO could be obtained.  
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Kurzfassung 

Die Untersuchung des Adsorptionsverhalten ist in industriellen, oberflächensensitiven Prozessen 

von großer Bedeutung. Ein wichtiges Beispiel bietet die heterogene Katalyse, bei welcher der 

Reaktand normalerweise zuerst auf der Katalysatoroberfläche adsorbieren muss bevor die 

Reaktion stattfinden kann. In diesem Zusamenhang sind beide,  physikalische sowie chemische 

Aspekte des Adsorptionsprozesses, von großer Wichtigkeit, und zwar sowohl bei einkristallinen 

Modellsystemen als auch bei industriell gefertigten Katalysatoren. Diese Dissertation beschäftigt 

sich mit der Interaktion von Sauerstoff, Kohlenmonoxid, molekularem und atomarem 

Wasserstoff/Deuterium und Methanol auf Cu(110), Pd(111) und Ni/Cu(110) Oberflächen. Dafür 

wurden verschiedene experimentelle Untersuchungsmethoden and Dichtefunktionaltheorie (DFT) 

Berechnungen durchgeführt. Der erste Teil handelt  von den gestreiften Phasen der Cu(110) und 

Cu(110)-(2x1)O Oberflächen und deren Interaktion mit Methanol. Die Ergebnisse aus 

thermischer  Desorptionsspektroskopie  (TDS), Low Energy Electron Diffraction (LEED), Auger-

Elektronen-Spektroskopie (AES), reflection absorption infrared spectroscopy (RAIRS) und  

reflection difference spectroscopy (RDS) Messungen wurden mit bereits publizierten 

Untersuchungen verglichen, um ein besseres Verständnis der Adsorptions- und 

Desorptionseigenschaften von Methanol zu erlangen. Adsorption von Methanol auf sauberem und 

sauerstoffbedecktem Cu(110) bei 200 K und 270 K führte zu unterschiedlichen 

Reaktionsintermediaten und Reaktionsprodukten. Tatsächlich zeigt sich bei beiden Oberflächen 

sogar ein jeweils entgegengesetztes Verhalten des Haftkoeffizienten von Methanol bei diesen 

Temperaturen. Winkelaufgelöste thermische Desorptionsspektroskopie ermöglichte die 

Identifizierung eines zusätzlichen interessanten Effekts der Methanoladsorption: Von den 

sauerstoffbedeckten gestreiften Phasen der Cu(110) Oberfläche wurde ein bimodales 

Desorptionsverhalten beobachtet, welches auf eine unterschiedliche Desorption von den reinen- 

und sauerstoffbedeckten Teilen der Oberfläche hindeutet. 

Um eine quantitative Bestimmung  der Reaktionsprodukte durchzuführen wurde das 

Methanol/Pd(111) System  gewählt. Mithilfe von „in-line“ TDS konnte das Verhältnis zwischen 

assoziativ desorbierendem Methanol und purer Wasserstoff- und Kohlenmonoxiddesorption, 

welches eine Resultat von Dehydrierung ist, exakt gemessen werden. Die Präadsorption und 

Postadsorption von atomarem/molekularem Deuterium auf einer Methanol bedeckten Pd(111) 
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Oberfläche wurde ebenfalls untersucht, um ein besseres Verständniss von der  Aufspaltung der C-

H Bindung zu erlangen.  

Die Interaktion von Nickel Tetracarbonyl (Ni(CO)4) mit der Cu(110) Oberfläche wurde studiert 

um eine bimetallische Nickel-Kupfer Oberfläche zu erzeugen. Bei Präparationstemperaturen 

unter 160 K weist dieses organometallische Molekül interessante Adsorptions- und 

Desorptionseigenschaften auf. Es kondensiert in zwei diskreten Zuständen und zeigt außerdem 

einen, im Vergleich zu kleinen Molekülen, ungewöhnlich hohen Frequenzfaktor. Bei erhöhten 

Temperaturen zersetzt sich Ni(CO)4 in Kohlenstoffmonoxid und Nickel auf  Cu(110), welches 

eine bimetallische Oberflächenformation ausbildet. Während eine dicke Nickelschicht epitaktisch 

auf Cu(110) aufwächst, existiert bei Bedeckungen unter 1 ML eine (1x2) LEED Struktur, welche 

die Formation einer geordneten Cu-Ni Oberflächenlegierung anzeigt. Als typisches Beispiel für 

die Kombination eines Übergangs und Nichtübergangsmetalls wurde speziell die 

Kohlenstoffmonoxid Adsorption/Desorption auf Ni/Cu(110) Oberflächenlegierungen untersucht. 

Durch Kombination einiger experimenteller Methoden und theoretischer Berechnungen wurde 

das Adsorptionsverhalten von CO auf Cu(110), Ni/Cu(110) und Ni(110) im Detail studiert. Im 

TDS wurden drei neue Adsorptionszustände für CO auf 0.25 ML Ni/Cu(110) beobachtet. In 

diesem Fall kann die beste Konfiguration durch Nickel Dimere beschrieben werden, welche aus 

Oberflächenatomen und aus nahen Subsurface-Atomen bestehen. Diese neuen, diskreten 

Desorptionszustände zeigen auch, dass für die CO Adsorption die geometrischen Effekte 

gegenüber den elektronischen Effekten auf einer Ni/Cu(110) bimetallischen Oberfläche dominant 

sind. Zusätzlich dazu wurde die Interaktion zwischen atomarem Wasserstoff und Kohlenmonoxid 

mit der Ni/Cu(110) Oberfläche in einer Serie von Experimenten untersucht. Das hierbei 

wichtigste Ergebnis war, dass selbst mit atomarem Wasserstoff keine Methanisierung von CO 

erreicht werden konnte. 
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Chapter I 

1. Introduction 

This dissertation is the result of a project (supported by the Förderung der wissenschaftlichen 

Forschung, FWF) that was mainly performed at the Graz University of Technology (TU Graz)-

Surface Science Group of Institute of Solid State Physics. As complementary experimental and 

theoretical studies in some part of the thesis, we carried out the collaboration with the Institute of 

Experimental Physics-Johannes Kepler University (JKU) Linz and the Institute of Theoretical 

Chemistry-Ulm University. The aim of this work was to investigate adsorption/desorption 

mechanisms of atoms and molecules (atomic/molecular hydrogen and deuterium, carbon 

monoxide, water, methanol) on single crystal surfaces and bimetallic surfaces; Cu(110), Pd(111) 

and Ni/Cu(110), respectively.  

The field that deals with the processes taking place on a surface of a solid is called “surface 

science”. The structure and the electronic properties of the surface of a solid are inherently 

different from the rest of the solid (the bulk). Related to this also the binding energy for many 

atoms and molecules at surfaces is different from the equivalent energies in the bulk and hence, 

the chemical properties of the surface are special. The surface atoms cannot interact 

symmetrically with neighboring atoms and their effect is unbalanced. Therefore, they frequently 

cannot satisfy their bonding requirements in the same way as bulk atoms, this generally yields to 

the formation of bonds with foreign atoms or molecules on the surface. This process is of 

considerable interest for both fundamental and applied research. 

The last few decades have witnessed enormous progress in the description of surfaces, both 

experimentally and theoretically. A great number of surface sensitive analytical tools have been 

developed to get detailed pictures of surface structures and reactions. In addition, density 

functional theory (DFT) calculations as a means of ´determining’ surface structures and energies 

has been developed. Actually, modern surface physics finds applications in many technologies, 

for example, in heterogeneous catalysis (methanol synthesis, ammonia synthesis, oil 
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synthesis…), microelectronics, novel organic materials, electrochemistry, adhesion, astrophysics, 

biology, etc. 

Heterogeneous catalytic reactions of gaseous molecules on metal surfaces are one of the great 

motivations for studying chemical reactions because of their industrial importance. In worldwide, 

heterogeneous catalysis is involved in literally billions of pounds´ worth of economic activity. 

Since the beginning of the twentieth century, many patents have been deposited claiming to use 

either new catalyst or new processes. The Haber-Bosch process or the Fischer-Tropsch synthesis 

are famous frontier examples for such heterogeneous catalytic processes [1,2].   The inexpensive 

production of ammonia from N2 and H2 gas mixtures over an alkali metal promoted iron catalysts 

is possible using the Haber-Bosch process. The Fischer-Tropsch chemistry transforms synthesis 

gas, H2/CO (also called syngas) into more useful complex hydrocarbons and intermediate 

chemicals over iron or cobalt catalysts.   

The most important properties of a catalyst can be characterized as reactivity and selectivity. A 

heterogeneous catalyst increases the reactivity by supplying reaction paths with a lower energetic 

cost. The control of the reaction path can also maximize the amount of target products by 

improving the selectivity. An efficient catalyst has apparently economic advantages, lowering the 

costs and enlarging the gain. Recently, moreover, catalysts extend its usage to reduce pollution by 

converting hazardous waste to less harmful materials. 

The innate complexity of practical catalytic systems has lead to “trial and error” procedures as the 

common approach for the design of new and more proficient catalyst. Unfortunately, this 

approach is far from being efficient and does not permit to reach deep insight into the nature of 

the catalytic process.  The consequence of this difficulty is a rather limited knowledge about the 

molecular mechanisms of heterogeneous catalysis. In order to get more insight about catalysis on 

a molecular scale, surface science experiments on extremely well controlled conditions have to 

be performed. This can just be accomplished by studying each single process separately where a 

maximum of idealization can be provided by using single crystal surfaces under ultra high 

vacuum conditions. However, even under these extremely idealized conditions it is still very 

difficult, almost impossible, to gain precise information about the molecular mechanisms without 

an unbiased theoretical guide. 
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One of the important issues in surface science is the interaction between molecules and surfaces 

which is defined by the specific properties of the substrates and adsorbates and determine the 

adsorption site, the orientation and symmetry of the adsorption complex, as well as the geometric 

and electronic structure. Usual surface science experiments deal with the study of either the 

kinetics of adsorption/desorption (e.g. in TDS) or with the characterization of adsorbates or 

products of reactions by in-situ tools (e.g in AES, XPS, UPS, LEED, STM etc…). 

In the present work the partial and total oxidation of methanol on clean Cu(110) and on (2×1) 

oxygen stripe phase of Cu(110) was studied by thermal desorption spectroscopy, angle-resolved 

thermal desorption spectroscopy, reflectance absorption infrared spectroscopy and reflectance 

difference spectroscopy methods (in chapter 4). More investigations were performed on a 

Cu(110)- (2×1)O stripe phase surface since the sticking coefficient and reactivity of methanol is 

much more pronounced on such a surface than on a clean or totally oxygen covered of Cu(110) 

surface. However, an increase of the oxygen coverage yields a reduction of the C-H bond 

breaking barrier of adsorbed methoxy and to the formation of formaldehyde [3,4,5]. 

In addition to the adsorption of methanol on a Cu(110) single crystal surface a Pd(111) surface 

was used to investigate both the reactivity of methanol and the determination of the reaction 

products by mainly thermal desorption spectroscopy (in chapter 5). The interaction of methanol 

with transition metal surfaces has been investigated by several workers because of its relevance 

to environmental pollution and industrial processes. In other words, the importance of this 

reaction is that it is a model for the production of methanol from hydrogen and carbon monoxide. 

The main interest has been focused recently whether the C−O bond of adsorbed methanol on Pd 

(111) can be opened or not. In this study, there is no indication for C-O bond scission when 

methanol was adsorbed on the clean Pd(111). In order to better understand the reaction 

mechanism of methanol, the pre-adsorption and post-adsorption of atomic and molecular 

deuterium was applied on the methanol/Pd(111) system. In case of post-adsorption of atomic H 

we have found significant amounts of partially and fully deuterated methanol due to the C-H 

bond activation [6,7]. 

An interesting condensation and desorption behavior of nickel tetra-carbonyl (Ni(CO4)) which is 

one of the organo-metallic molecules, was observed on Cu(110) (in chapter 6). It clearly showed 

a double desorption peak due to the formation of both a monolayer and the nucleation and growth 
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of multilayer islands. Compared to small molecules its frequency factor for desorption was 

unusually high, which is about ν=1.6×1019s-1 [8]. At elevated temperatures, this molecule 

decomposes into nickel and carbon monoxide. Thus, it can be used to deposit nickel films on 

surfaces, in particular for the preparation of bimetallic and alloy surfaces. 

In chapter 7, Ni/Cu(110) bimetallic surfaces prepared both by dissociation of Ni(CO)4 and by 

evaporation of nickel were used to investigate carbon monoxide adsorption/desorption dynamics 

and kinetics in detail. Three new adsorption states of CO with desorption peaks between that of 

CO on clean Cu(110) and clean Ni(110) were found. Besides the experimental methods, DFT 

calculations, using the Vienna ab-initio simulation package code, were performed to identify 

these new states. An optimum configuration of nickel for CO adsorption on Cu(110) were nickel 

dimers consisting of in-surface and adjacent subsurface atom. Thus, the adsorption of CO can be 

explained by local (geometric) effects rather than by long-range (electronic) effects [9]. 

Since for the proper activity and selectivity of a particular catalyst often very distinct adsorption 

energies are required, bimetallic systems can be used to tailor the catalytic properties. Thus, as a 

final work, the adsorption and desorption behavior of hydrogen and the mutual interaction 

between adsorbed hydrogen and CO on the Ni/Cu(110) is presented in chapter 8. While these 

bimetallic surfaces have a strong influence on CO adsorption, yielding to three new desorption 

peaks, they have only little influence on hydrogen adsorption/desorption and nearly show the 

individual desorption behavior from the pure Cu and Ni sites. Co-adsorption of hydrogen and CO 

leads to a lot of interesting results, but no reaction between the two species can be observed to 

obtain methanation products [10].  
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Chapter II 

2. Fundamentals 

2.1. Adsorption terminology and definitions 

When the interaction between a surface (adsorbent) and an approaching particle (adsorptive) 

leads to a situation where the particle is kept in close distance to the surface (adsorbate) this 

process is called adsorption. The involved bonding mechanisms are distinguished with respect to 

their physical origin [11,12]. Adsorption is subdivided depending on the strength of the 

interaction between the adsorbate and the adsorbent: physisorption (weak interaction) and 

chemisorption (strong interaction). 

2.1.1. Physisorption 

In the case of weak adsorbate-substrate interactions due to van der Waals forces one speaks of 

physical adsorption or physisorption. In this case, no exchange of electrons is observed. 

Physisorption is characterized by interaction energies comparable to heats of vaporization 

(condensation). The typical binding energies of physisorption are at most a few kcal/mole [13]. 

Therefore, physisorption can only be seen at temperatures below 150 K. A common example of 

this type of adsorption is noble-gas adsorption on metal surfaces. 

For a physisorption system interaction between the adsorbate and the surface atoms can be 

written by the Lennard-Jones potential: 

ܸሺݎሻ ൌ ଴ܸ ൜ቀ
଴ݎ
ݎ
ቁ
ଵଶ

െ 2 ቀ
଴ݎ
ݎ
ቁ
଺

ൠ ൌ ௥ܸ௘௣.ሺݎሻ ൅ ௔ܸ௧௧௥.ሺݎሻ                                     ሺ2.1ሻ 

where the r-6 term indicates the attractive dipole interaction between the atoms (or molecule) an 

the surface at distance r. The Pauli repulsion potential between these species is typically 

approximated by r-12, while –V0 is the potential at the equilibrium distance, r0. The interaction 

potential in Eq.2.1 indicates the sum over all two-body potentials with both a repulsive 
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interaction and an attractive interaction. Fig.2.1 shows the potential energy curve in one-

dimension for an adsorbate approaching a surface along the perpendicular distance, r. 

 

Figure 2.1: Potential energy for the physisorption of a particle on the surface of a solid: r, 

distance between molecule and surface; r0 equilibrium separation. 

The zero energy for the system has been chosen for the situation in which the adsorbate is 

infinitely far away (V(r) = 0 for r = ∞). The adsorption energy, Eads is obtained at the equilibrium 

distance r0, where the potential energy curve shows a minimum. The surface-adsorbate bond 

strength decreases with increasing position of r. 

2.1.1. Chemisorption 

The chemisorption indicates a chemical bond formation between the adsorbate and substrate 

which corresponds to large binding energies or adsorption energies. This bond can be either 

covalent (sharing of electrons) or ionic (electronic transfer) [14]. Unlike in physisorption a short 

equilibrium distance between the adsorbate and the substrate takes place. Therefore, the van der 

Waals forces are not dominant in such surface systems.  

When a molecule adsorbs on a solid surface, the redistribution of electrons in the molecule to 

form a bond with the surface is often accompanied by emptying bonding orbitals or causing 

antibonding orbitals to become occupied which leads to dissociative adsorption [11,14,15]. The 

formation of new chemical bonds during adsorption is exothermic by 1-5 eV. Due to the presence 

r 

r0 
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of energetically unfavorable transition states along the reaction coordinate, activation barriers 

often prevent direct chemisorption at low impingement energies and surface temperatures.  

At lower surface temperatures these activation barriers can alternatively be overcome by 

increased residence time of the molecule on the surface. While in a physisorbed bound state, the 

molecule has the opportunity to make repeated attempts to overcome the activation barrier. With 

an appropriate choice of surface temperature, the rate of desorption from the physisorbed state 

can be minimized while providing adequate thermal energy to promote chemisorption. Since the 

rate of chemisorption from the physisorbed state is related to the population of adsorbates and the 

residence time, the rate of precursor-mediated chemisorption will be seen to decrease when the 

surface temperature is increased. 

Adsorption with dissociation into two or more fragments is called dissociative adsorption. The 

potential energy curve in Fig.2.2 represents to this process. The process may be homolytic, as in 

the chemisorption of hydrogen or heterolytic for e.g. carbon monoxide. The process can be 

formulated: 

ܤܣ ൅ 2∗ → ܣ ൅  ሺ2.2ሻ                                                                          ܤ

where * represents a surface site, AB is molecule, A and B are separated individual atoms.  

The curve denoted by AB in Fig.2.2 represents the potential energy of molecule AB approaching 

the surface. There is a shallow minimum (physisorption minimum) before the curve rises steeply. 

The other curve A+B corresponds to the interaction of the widely separated atoms A and B with 

the surface. At infinite distance from the surface the energetic difference Ediss between the two 

potential curves is equal to the dissociation energy of the free molecule AB. Close to the surface it 

is energetically more favorable to have two separate atoms interacting with the surface than the 

intact molecule. This corresponds to the dissociative adsorption scenario.  
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Figure 2.2: A potential energy plot for dissociative chemisorption of an adsorbate on an 

adsorbent according to Lennard-Jones. Eact is the activation barrier for activated 

chemisorption. Eads is the binding energy in the chemisorbed state. Ediss is the dissociation 

energy for the AB molecule. Edes is an energy for desorption. 

The exact location of the crossing point between the curves AB and A+B determines whether 

there is a barrier for dissociative adsorption or not. In Fig.2.2, the activated dissociative 

adsorption with the adiabatic dissociation barrier given by, Eact is shown. The adiabatic barrier 

will be somewhat lower due to the avoided crossing between the adiabatic potential curves. If the 

crossing of the two curves is closer to the surface and thus at a potential energy < 0 eV, the 

molecule can dissociate spontaneously at the surface and we have non-activated dissociative 

adsorption. 

2.2. The adsorption process 

Often the amount adsorbed is measured as a function of the partial pressure or gas concentration 

at a given temperature and the result is expressed as an adsorption isotherm. There are many 

empirical adsorption models, but the most common is the Langmuir adsorption isotherm model. 

This model assumes that the adsorbent has S sites per unit mass, of which S
0 

are unoccupied and 

S
1 
are occupied by adsorbate molecules [16].  
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ܵ ൌ ܵ଴ ൅ ଵܵ                                                                              ሺ2.3ሻ 

The assumption of having S number of sites implies that there is a limit to the amount that can be 

adsorbed, i.e. saturation value of adsorption.  

2.2.1. The condensation coefficient 

As mentioned in the above section as the initial step the collision of the gaseous molecule with 

the surface takes place. The rate I of impingement, usually expressed as molecule s-1cm-2, is given 

by [17]: 

ܫ ൌ
݀ ௜ܰ

ݐ݀
ൌ

ܲ

ܶ݇݉ߨ2√
                                                                  ሺ2.4ሻ 

where P is the gas pressure, m the molecular weight of the gaseous molecule, T the temperature 

of the gas and kB the Boltzmann´s constant. 

As an assumption the rate of adsorption or condensation of a gas onto the sites is proportional to 

the product of the number of unoccupied sites and the gas pressure.  

.௖௢௡ௗݎ ൌ ݇ଶܲܵ଴                                                                         ሺ2.5ሻ 

The rate of desorption or evaporation is assumed to be proportional to the number of occupied 

sites.  

ௗ௘௦ݎ ൌ ݇ଵ ଵܵ                                                                           ሺ2.6ሻ 

At equilibrium, the rate of adsorption is equal to the rate of desorption.  

.௖௢௡ௗݎ ൌ ௗ௘௦ݎ ⇒ ݇ଶܲܵ଴ ൌ ݇ଵ ଵܵ ⇒ ݇ଶܲሺܵ െ ଵܵሻ ൌ ݇ଵ ଵܵ                             ሺ2.7ሻ 

 

The amount adsorbed, Θ, can be expressed as a fraction of the sites that are occupied: 

߆ ൌ
ଵܵ

ܵ
⇒ ݇ଶܲሺ1 െ ሻ߆ ൌ ݇ଵ߆ ⇒ ߆ ൌ

݇ଶܲ

݇ଵ െ ݇ଶܲ
ൌ

ܲܭ

1 െ ܲܭ
                       ሺ2.8ሻ 
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where the equilibrium constant, K (K=k2/k1), is the ratio of the adsorption rate constant and the 

desorption rate constant. It has the units of the reciprocal of pressure. In the limit of low 

pressures: ߆ ൎ ;ܲܭ  ܲ → 0. 

2.2.2. Sticking probability 

The sticking coefficient is the probability of particles to adsorb on a surface which is defined by 

the ratio of the number of adsorbing particles Nads and the number of impinging particles Nimp:  

ܵሺ߆ሻ ൌ
݀ ௔ܰௗ௦ሺ߆ሻ

݀ ௜ܰ௠௣
                                                                         ሺ2.9ሻ 

Sticking is not only determined by the energy transfer of the impinging particle but also by the 

ability of the surface to form bonds. The rate of adsorption is also expressed by the sticking 

probability S(Θ) and the impingement rate I: 

௔ௗ௦ݎ ൌ ܵሺ߆ሻ.  ሺ2.10ሻ                                                                            ܫ

In principle to calculate a coverage dependent sticking probability, S(Θ), in Eq.2.11, one can use 

uptake curves which are plots of the coverage Θ as a function of the exposure of the gas [11]. In a 

typical experiment one exposes a surface to various amounts of adsorbate and measures that 

amount of gas that sticks in molecules/cm2. Note that the uptake of gas is initially rapid, but it 

quickly saturates. However, no saturation is seen in systems where multilayers form.  

There exist numbers of papers describing sticking probability measurement in the literature 

which allow a determination with higher accuracy. Typically, the initial sticking probability in 

the limit of zero coverage S(0) is measured and the variation of the sticking probability with 

coverage S(Θ) is expressed as the ratio 
ௌሺ௵ሻ

ௌሺ଴ሻ
. Usually the sticking coefficient drops from its initial 

value at zero coverage to zero at saturation coverage. This behaviour can be described by the 

adsorption model introduced by Langmuir [18]. The Langmuir Adsorption Model is based on the 

following assumptions: 
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i) adsorption is limited by the monolayer coverage 

ii) all adsorption sites are equivalent 

iii) only one molecule can reside in an adsorption site 

 

Thus an incident molecule can now stick with some probability at a free site and is scattered at an 

occupied site. If a molecule dissociates into n species there are n free adsorption sites needed. In 

the simple case the fact that a molecule might need adjacent free adsorption sites to dissociate is 

neglected. The probability for a molecule to find an adsorption site at a coverage Θ can then 

generally be expressed as  ሺ1 െ  ሻ௡where n is called the kinetic order. Eq. 2.10 can then be߆

rewritten into: 

rୟୢୱ ൌ sሺ0ሻ ∙ ሺ1 െ Θሻ୬ ∙ I                                                              ሺ2.11ሻ 

Where n is the number of sites that are needed to hold the adsorbate, S(0) is the initial sticking 

coefficient at zero coverage. For molecular adsorption n=1 holds and for dissociative adsorption 

n=2 holds if the dissociative products are mobile. 

2.2.3. Eley-Rideal (ER) mechanism 

The Eley-Rideal (ER) process is one of the mechanisms to describe surface reactions. The ER 

type of mechanism is associated with a direct process, and a typical example would be the 

interaction [19,20]; 

Aሺsሻ ൅ ABሺgሻ → AଶBሺgሻ                                                             ሺ2.12ሻ 

where (s) and (g) stand for species adsorbed at the surface and in the gas phase, respectively. This 

direct mechanism involves only a gas phase collision, so that there is insufficient time to 

accommodate the incoming reactant AB. A good example for a process described by the ER 

mechanism is the abstraction of hydrogen on a Cu surface. This particular reaction can be 

written; 

Hሺgasሻ ൅ Hሺadsሻ ൅ Cu → Hଶሺgሻ  ൅ Cu                                               ሺ2.13ሻ 
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2.3. Thermal desorption 

The process in which adsorbate species gain enough energy from the thermal vibrations on the 

surface atoms to escape from the adsorption well and leave the surface is called thermal 

desorption. 

2.3.1. Desorption kinetics 

An ideal desorption system comprises: a uniform surface with all adsorption sites identical, 

negligible interaction between adsorbed molecules on the surface, the molecular form of the 

adspecies is the same as that of the gaseous adsorbate [17]. The kinetic approach to the thermal 

desorption spectra is described in terms of the desorption rate, rdes. Based on the Polanyi-Wigner 

equation in 2.14 an evaluation of TDS is possible [21]:  

rୢୣୱ ൌ െ
dΘ

dt
N଴ ൌ ν୬ሺΘሻሺN଴Θሻ

୬expቆെ
EୢୣୱሺΘሻ

RT
ቇ                             ሺ2.14ሻ 

T ൌ T଴ ൅ βt 

where the r is the number of desorbing species per time and surface area; Θ is the coverage in 

monolayers; t is the time; n is the order of desorption; ν is the pre-exponential factor of 

desorption; Edes is the activation energy of desorption; R is the gas constant; T is the temperature; 

T0 is the temperature at which the experiment starts; β is the heating rate, equal to dT/dt. In Eq. 

2.14, the correlation between the desorption rate, the coverage and the kinetic parameters are 

described. One has to mention that this approach to thermal desorption spectroscopy only holds if 

the pumping speed is constant and sufficiently high in order to prohibit significant re-adsorption 

of desorbed particles on the sample. 

Attractive or repulsive interactions between the adsorbate molecules make the desorption 

parameters Edes and ν dependent on coverage. The TD spectra of three different adsorbate 

systems, corresponding to zeroth-, first- and second order kinetics, are shown in Fig.2.3. 

In the case of zero-order desorption (n = 0), the desorption rate does not depend on the coverage. 

The peak maximum is shifted to higher temperatures with increasing coverage, Θ. Furthermore 
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the TD spectra of different coverage have a common leading edge (in Fig.2.3a). In other words, 

characteristic of the TDS is the exponential increase with T and the rapid drop after all molecules 

have desorbed. Zero-order desorption is characteristic for desorption of a homogeneous 

multilayer film. 

    

 

Figure 2.3: Calculated thermal desorption spectra with increasing coverage (a) zero-order 

desorption, (b) first-order desorption and (c) second-order desorption [18]. 

For a first-order desorption (n = 1), the desorption rate is proportional to the coverage. The TD 

spectra show a characteristic asymmetric shape and the peak maximum stays at the same 

temperature with increasing coverage (in Fig.2.3b). First-order desorption occurs when the single 

atoms (molecules) desorb from their adsorption sites without interacting with each other. 

Finally, for a second-order desorption (n = 2), the symmetric shape of the TD spectra is 

characteristic (in Fig.2.3c). The rate of desorption depends on the coverage squared (Θ2), this 

a) b)

c)
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leads to TDS peak maxima which shift to lower temperatures with increasing coverage. Second-

order desorption corresponds to the recombinative desorption of molecules. 

2.3.2. Interpretation of thermal desorption spectra 

Because TDS offers interesting opportunities to interpret desorption in terms of reaction kinetic 

theories (such as the transition state formalism) we will discuss TDS in some more detail. A 

simple method to determine the desorption order is the logarithm of 
ௗ௵

ௗ௧
, as a function of the 

coverage when neglecting a coverage dependence of the desorption energy, Edes and pre-

exponential factor, ν: 

lnሺrୢୣୱሻ ൌ n ∙ lnΘ ൅ lnν୬ െ
Eୢୣୱ
RT

                                                        ሺ2.15ሻ 

The isotherm  ݈݊ ሺݎௗ௘௦ሻ ൌ ݂ሺ݈݊߆ሻ yields the desorption order as the slope of the function.  

For further evaluation of TD spectra, in case of the zero order desorption (n=0), the Polanyi-

Wigner equation has the following form: 

rୢୣୱ ൌ െN଴
dΘ

dT
∙
dT

dt
ൌ െN଴

dΘ

dT
∙ β ൌ ν଴ ∙ N଴ ∙ exp ൬െ

Eୢୣୱ
RT

൰                         ሺ2.16ሻ 

where β is the heating rate [K·s-1]. Taking the logarithm of equation (2.16) we obtain: 

lnሺrୢୣୱሻ ൌ െ
Eୢୣୱ
RT

൅ ln ൬
ν଴
β
൰ ൅ lnN଴                                                 ሺ2.17ሻ 

If one plots the logarithm of the rate versus 1/T, Edes corresponds to the slope of a straight line. 

From the intercept at the axis of the ordinate one can calculate the pre-exponential factor only if 

the desorption rate was calibrated correctly and the surface density N0 is known. 

For first order desorption it is possible to determine the desorption energy, Edes with 

experimentally obtained TD spectra according to the concept which was introduced by P. A. 

Redhead [21]. As a starting point, we again take the assumption that the desorption parameters in 

the Polanyi-Wigner (Eq. in 2.14) are independent of coverage.  
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For the temperature at which the peak exhibits its maximum, T=Tm, the derivative of the 

desorption rate has to hold 
ௗ௥೏೐ೞ

ௗ்
ห 

೘்
ൌ 0. Then according to ݎௗ௘௦ ൌ െ

ௗ௵

ௗ௧
ൌ െߚ

ௗ௵

ௗ்
,              

ௗ௘௦ݎ ൌ െ
ௗమ௵

ௗ்మ
ห 

೘்
ൌ 0  has to be fulfilled. Thus one can obtain: 

݀ଶ߆

݀ܶଶ
ൌ
ߥ

ߚ
∙
߆݀

݀ܶ
∙ ݌ݔ݁ ൬െ

ௗ௘௦ܧ
ܴܶ

൰ ൅
ߥ

ߚ
∙ ߆ ∙

ௗ௘௦ܧ
ܴܶଶ

∙ ݌ݔ݁ ൬െ
ௗ௘௦ܧ
ܴܶ

൰ 

Evaluation of that expression at T=Tm yields: 

߆݀

݀ܶ
ห
 

௠ܶ
ൌ ߆ ∙

ௗ௘௦ܧ
ܴ ௠ܶ

ଶ
 

If the expression 
ௗ௵

ௗ்
  can be substituted by the Eq. 2.14 for first order desorption, one can get: 

ௗ௘௦ܧ
݇஻ܶ

ଶ
ൌ
ߥ

ߚ
∙ ݌ݔ݁ ൬െ

ௗ௘௦ܧ
݇஻ ௠ܶ

൰ 

The logarithm of this equation yields 

Eୢୣୱ ൌ RT୫ ൤ln ൬
ν ∙ T୫
β

൰ െ ln ൬
Eୢୣୱ
k୆T୫

൰൨                                       ሺ2.18ሻ 

The second part in the brackets is small relative to the first and is estimated as  ݈݊ ቀ
ா೏೐ೞ

ோ ೘்ೌೣ
ቁ ൌ 3.64 

[21].  ௠ܶ is the temperature at the peak maximum and ߥ  is the frequency factor for first order 

desorption, which has to be known. For many first order systems the frequency factor is 

unknown. However customary approaches for ߥ are to take the commonly chosen value of 

ߥ ൌ 10ଵଷିݏଵ without being too inaccurate. But this is not recommendable for large molecules, or 

to assume ߥ଴ ൎ  and insert the value of the frequency factor for zero order desorption. In  ߥ

systems where the multilayer growth is significantly different from the monolayer growth, this 

assumption does not have to be correct: In the case of Ni(CO)4 on Cu(110) it turned out that the 

frequency factors of the first monolayer and of the multilayer differ by six orders of magnitude 

(see in chapter 6).  
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2.3.3. Angular-resolved thermal desorption spectroscopy (AR-TDS) 

More information on the interaction between a gas molecule and a metal surface can be obtained 

by using angle-resolved thermal desorption spectroscopy (AR-TDS). In this method one 

measures the angular distribution of the gas molecules that leave from the surface via desorption. 

The angular distribution of the desorbed molecules depends strongly on the activation energy, EA 

for dissociative adsorption [22].  

 

Figure 2.4: Experimental angular distribution of hydrogen from Pd, Ni and Fe at 900 K. An 

activation barrier of 1 eV height at 900 K would end up in a distribution depicted in curve A 

[22,23].  

In the early days of surface science one assumed that the particles desorbing from a surface obey 

a cosine distribution. Later, one recognized that only the sum of all particles leaving a surface has 

to be a cosine. This includes not only desorbing particles but also elastically and inelastically 

scattered particles.  

In one of the most famous experiments in surface physics van Willigen showed that hydrogen 

desorbing from metal surfaces (Fe, Pd and Ni) exhibited strongly forward focused angular 

distributions, shown in Fig.2.4 [22]. 
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Due to his basic interpretation of data in terms of a one-dimensional barrier model: a Maxwellian 

hitting a one-dimensional barrier will be attenuated in the low energy end of the spectrum. This 

can easily be explained: In order to pass over the activation barrier, the normal component of the 

translational energy,  ܧ ∙  ଶ߮ has to be larger than the activation energy EA. With increasingݏ݋ܥ

angles fewer and fewer particles are able to overcome the barrier. An approach to describe the 

angular dependence of the desorption flux has been approximated by the expression: 

Dሺφሻ ൌ D଴ ∙ Cos
୬φ                                                                       ሺ2.19ሻ 

Usually angular distributions are measured by tilting of samples in front of a directional detector. 

Since in our case this was not possible, we used a different approach. Based on the latter 

assumption one can determine that angular distribution by a simple experiment described in 

section 3.5.2 and a comparison with a MC simulation is presented in Chapter 4. The obtained 

dataset consisted of ion-current signals which were assigned to the lateral displacement of the 

sample in front of a QMS aperture. 

 

Figure 2.5: Normalised signal intensities as a function of sample displacement with respect 

to the QMS aperture-sample axis, as obtained by Monte Carlo simulations. Parameter: 

Exponent n in the angular distribution in form of cosnφ, in increments of n = 1. Sample 

diameter: 10 mm, QMS-aperture diameter: 7 mm, sample-aperture distance: 17 mm. 
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To obtain this distribution we modelled the experiment by Monte Carlo simulations for the 

similar geometric arrangement and assuming Eq.2.19. This is a frequently adopted angular 

distribution function for desorption processes [23]. In Fig. 2.5 we present the results of our MC 

calculations (QMS signal vs. lateral sample displacement) for our geometrical arrangement using 

different exponents of n (from  n=1 to n=11). These data show that the QMS signal dependence 

of the lateral sample displacement is pronounced enough to be used for proper angular 

distribution measurements. This aspect is important from the experimental point of view because 

many sample holders do not allow for sample tilting, but lateral displacements can usually be 

done on any sample holder. An additional advantage of this procedure is that in this case the 

angular distribution can be measured for two different azimuthal directions (X and Y) quasi-

simultaneously, which is usually not possible in case of sample tilting around one axis. 
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Chapter III 

3. Surface analytical methods:                           

Experimental and theoretical 

In order to get useful information with surface science techniques the experiments 

have to be performed under well-defined conditions, which require ultrahigh vacuum 

equipment. Therefore, this chapter starts with a brief description of the ultrahigh 

vacuum (UHV) chamber. Then the cleaning procedure of the samples by ion 

sputtering and thermal treatment is described.  Afterwards all the analytical tools 

which are used in this thesis will be presented: Auger electron spectroscopy (AES), 

low energy electron diffraction (LEED), thermal desorption spectroscopy (TDS), 

preparation of bimetallic surfaces (by electron beam evaporation, and dissociation of 

nickel tetra carbonyl), infrared spectroscopy (IR), reflectance difference/anisotropic 

spectroscopy (RDS/RAS). Besides that a short description of all other instruments 

used and their theoretical background is given. The chapter ends with a description 

of density functional theory (DFT), which is based on the Hohenberg-Kohn theorem. 

3.1. Ultra-high vacuum system (UHV) 

All the experimental results presented in this work have been performed in an ultra-high vacuum 

(UHV) system. UHV conditions are required for two principal reasons in surface science 

experiments: i) to allow the use of low energy electron and ion-based experimental techniques 

without undesirable interference from gas phase scattering ii) to enable atomically clean surfaces 

to be prepared and to be maintained in contamination free state for the duration of the 

experiment. At these low pressures (in our case 1 ൈ 10ିଵ଴ Torr ) the mean free path of a gas 

molecule is approximately over 500 km, so gas molecules will collide with the chamber walls 

many times before colliding with each other [18]. In other words with this base pressure a 

contaminant with a sticking coefficient of 1 and mass 28 needs ~ 30 hours to cover  a Cu(110) 
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surface with a saturation. This is a pre-condition for reliable studies, especially for a technique 

which is very sensitive to specific contaminants. 

 

 

 

Figure 3.1: (a) A picture of the complete UHV system with the electronic control panel. (b) 

A drawing of the UHV system with the sample holder. 

In order to achieve UHV conditions, some of the following conditions are required: use of low-

outgassing materials such as special stainless steels, use of low vapor pressure materials 

(a) 

(b) 
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(ceramics, glass, metals, etc), high pumping speed, baking the system to get rid of water or some 

hydrocarbons adsorbed on the chamber walls etc. 

In this study the UHV system consists of a main chamber for sample preparation and 

characterization with various spectroscopic tools (Fig.3.1a). The system is pumped by a rotary 

vane pump, a turbo molecular pump, an ion getter pump and a Ti-sublimation pump.  

The preparation chamber is equipped with a sample manipulator (Fig.3.1b and Fig.3.2), in which 

the sample can be cooled down to 100 K via liquid nitrogen and heated up to 1000 K via resistive 

heating. The sample holder is also fixed onto a differentially pumped rotary stage in the main 

chamber. This set-up allows an almost 360º rotation of the sample and additionally a linear 

shifting in x, y and -z direction of ± 10 mm. 

                 

Figure 3.2: Drawing of the sample holder: whole body (left) and close view (right). 

3.2. Preparation of clean sample surfaces 

In the present study we have used a Cu(110) sample and a Pd (111) sample. Both samples have a 

disc shape (10 mm in diameter, 2 mm in thick) and grooves which are milled into its rim. Two 

tantalum wires (Ø 0.25 mm) are engaged in the groove forming two intricate loops which hold 

the disc at its diameter (Fig.3.3). The ends of the wires are clamped between two electrical 

contacts which are mounted onto the copper block. The contacts are isolated from the copper 

Nitrogen  

reservoir Sample 
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block by ceramic inlays which provide good thermal conductivity but are electrical insulators. A 

side view of the installed sample in the sample holder can be seen in figure (3.2). The sample 

temperature was measured by means of a NiCr/Ni-thermocouple which was spot-welded close to 

the sample rim at the backside. By concurrent resistive heating of the tantalum wires and liquid 

nitrogen cooling the sample temperature could be controlled in a range of 100 K to 1000 K. A 

LAB-View based computer program provided a comfortable regulation of the sample 

temperature. 

 

Figure 3.3: Mounting of the sample via tantalum wires  

The samples before inserting them into the vacuum were dipped in alcohol and ultra-sonic 

cleaned and then rinsed in deionized water. Afterwards, the surface was dried with high purity 

pressurized nitrogen. Then the samples were inserted into the vacuum system. In order to remove 

surface contaminants (like carbon, oxygen, sulfur) from the surface, the samples were sputtered 

with Ar+ ions at room temperature. The ion energy was 1 keV and the sputtering time was 15-20 

minutes at an argon pressure of 5×10-5 Torr. 

In this study we have used both a Cu(110) sample and a Pd(111) sample.  After the same 

sputtering process for the samples they were flashed to ~ 800 K (for Cu(110)) and 1000 K (for 

Pd(111)) for a few minutes in order to remove the shallow implanted argon and to reconstruct the 

crystal structure of the clean surface. During flashing the system pressure was always in the 

1×10-10 Torr range. After flashing the cleanliness of the surface was checked with AES and/or 
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LEED. No carbon, oxygen and sulfur were detected on the surface by AES. In case of LEED, a 

(1x1) structures were observed for the Cu(110) and the Pd(111) samples.  

3.3. Auger electron spectroscopy (AES) 

The chemical composition of a surface in the 5 Å to 20 Å region near the surface can be analyzed 

by Auger electron spectroscopy (AES) under high or ultrahigh vacuum conditions [24]. The 

method is based on the Auger effect which generates secondary electrons of the elements with a 

special kinetic energy which in turn can be detected by an energy dispersive analyzer. In this 

study a so called cylindrical mirror analyzer (CMA) is used. 

The primary electrons, typically having an energy in the range of 2-5 keV, creates a core hole and 

both electrons leave the atom. In this state the ionized atom is highly excited and tends to 

minimize its energy by filling the hole in the core shell by an electron of an outer shell. The 

refilling electron changes from a state of lower binding energy to a state of higher binding 

energy. Due to the energy conservation law the excess energy has to be transferred. This can 

either happen by emitting a photon (fluorescence) or by energy transfer to another electron, 

which in turn is ejected out of the atom leaving a double ionized atom behind. The leaving 

electron is then called the Auger electron and carries an energy which depends on the energetic 

location of the initially removed electron and the final two electron holes. The de-excitation 

processes are illustrated in Fig.3.4. 
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Figure 3.4: a) and b) are illustrations of two competing de-excitation processes as response 

to a core level ionisation. c) Auger emission process involving valance band states [18]. 

According to the example illustrated in Fig.3.4 the energy of the Auger electron can be estimated 

by 

E୏୐భ୐మ,య ൌ E୏ െ E୐భ െ E୐మ,య െ ϕ                                                         ሺ3.1ሻ      

where the subscripts define the initial energy levels of the electrons. ϕ is the work function of the 

material, which can be expressed as: ߶ ൌ ௩௔௖௨௨௠ܧ െ  ி௘௥௠௜. Considering the wholeܧ

measurement procedure it turns out that the work function of the sample has no influence on the 

final electron energy but the work function of the detector has to be taken into account. Thus one 

has to insert the detector work function into the latter expression. Note that Eq. 3.1 is a rough 

estimation which does not take into account the final emission because in the latter relation the 

specific energy levels of the neutral atom are used and not those from the ion. For a more detailed 

description of the method the reader may be referred to the corresponding literature [18,25]. 
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3.4. Low energy electron diffraction (LEED) 

The low energy electron diffraction (LEED) technique is used to determine surface structures in 

surface science. The LEED apparatus consists of an electron gun, which emits electrons 

perpendicular onto the surface, a grid system and a screen (Fig.3.5) [18]. The electrons coming 

from the gun are diffracted due to their wave character at the surface, only elastically diffracted 

electrons contribute to the pattern on the screen. The inelastically scattered ones cannot pass a 

grid in front of the screen, which is at a potential slightly smaller than the kinetic energy of the 

primary electron beam. Hence, the electron energy and the modulus of the wave vector ሬ݇Ԧ are 

conserved: 

หk଴ሬሬሬሬԦห ൌ หkሬԦห ൌ
2π

λ
                                                                      ሺ3.2ሻ     

where k0 is the wave vector of the incoming and k of the diffracted electron, whereas the length of 

the k-vektor is determined by the wavelength which is a function of the beam energy E, which is 

typically varied between 20 and 200 eV. 

|k| ൌ
2π

λ
;  λൣÅ൧ ൎ ඨ

150.1

EሾeVሿ
                                                              ሺ3.3ሻ 

 

Figure 3.5: A relation between the LEED system in real space and the Ewald sphere, and the 

accomplishment of the diffraction pattern in reciprocal space. 

k 
k0 
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The electron wavelength is in the range of the interatomic distances (1-2Å) on the surface and the 

electrons are therefore diffracted at the periodic surface structure. In other words, electron 

scattering is surface sensitive if electrons have the right energy which is illustrated in Fig.3.6. It 

can be clearly seen that in the range of LEED electrons the penetration depths of the electrons is 

very small, namely a few atomic layers. Thus, the LEED electrons penetrate only a very short 

distance into the solid, so that the diffraction is determined almost entirely by the surface atoms. 

 

 Figure 3.6: A compilation of experimental data of the dependence of the mean free path λ 

on the electron energy [26]. 

The diffraction pattern of LEED is determined by the two dimensional surface periodicity since 

electrons do not penetrate into the crystal bulk. The lattice vectors can be described a1 and a2, 

which are both parallel to the surface plane [26]. A general lattice point within the surface is an 

integer multiple of these lattice vectors: 

R ൌ haଵ ൅ kaଶ                                                                       ሺ3.4ሻ      

The Bragg condition in two- dimension yields to the definition of the reciprocal lattice vectors  

ܽଵ
∗ and ܽଶ

∗  which fulfill the set of equations: 

 aଵaଵ
∗ ൌ aଶaଶ

∗ ൌ 2π                                                                    ሺ3.5aሻ 

        aଵaଶ
∗ ൌ aଶaଵ

∗ ൌ 0                                                                 ሺ3.5bሻ      
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These reciprocal lattice vectors are also parallel to the surface plane and define the LEED pattern 

in k-space. Each diffraction spot corresponds to the sum of integer multiples of ܽଵ
∗ and ܽଶ

∗ . 

G ൌ෍ሺh ൅ kሻa୧
∗

ଶ

୧ୀଵ

                                                                   ሺ3.6ሻ      

The reciprocal space of the surface therefore consists of rods perpendicular to the surface (in 

Fig.3.5 numbered with 00, 10,...), which satisfy the Laue diffraction condition. In three 

dimensions a grid (depending on the crystal structure) of rods emerges perpendicularly from the 

surface. The Ewald sphere in Fig.3.5 determines exactly the directions of the diffracted electrons 

according to the Laue condition and the energy conservation: The directions from the centre of 

the Ewald sphere (with has a radius of k0, i.e. the wave vector of the incoming electrons) to any 

point where the Ewald sphere intersects the rods are the wave vectors k00, k10,... of the diffracted 

electrons. This is due to the fact that the connecting line between the point of the arrow 

representing k0 in the figure and any cross point of the rods with the Ewald sphere is also a 

reciprocal lattice vector, G. Thus, the resulting pattern on the screen caused by electrons 

diffracted in characteristic directions is indeed an intersection between the Ewald sphere and the 

reciprocal surface lattice. The curvature of the screen and the Ewald sphere tend to cancel each 

other and a direct image of the reciprocal surface lattice is obtained. There will always be a 

solution of the diffraction conditions unless the incident wave vector is too small (i.e. smaller 

than the shortest reciprocal lattice vector on the surface). Due to the dependence of the Ewald 

sphere on the electron energy, the spots on the screen move closer to the center if the energy is 

increased (the wavelength decreases and k0 and the radius of the Ewald sphere increase) and vice 

versa. A more detailed description of the LEED technique can be found in the corresponding 

literature [26,27,28]. 

3.5. Quadrupole mass spectrometry (QMS) 

The QMS is used to analyze the particles of the gas inside an UHV chamber according to their 

mass and to determine the partial pressure. As any other mass spectrometer the QMS consists of 

three components: the ion source with electron impact ioniser, the actual quadrupole analyser 

consisting of four cylindrical rods, and the ion detector (electron multiplier) (Fig.3.7). The 

quadrupole analyser consists of four cylindrical rods, arranged symmetrically at a distance r0(x,y) 
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around the optical axis z of the system. Opposite rods are electrically connected. A voltage of 

 is applied to the two pairs of opposite rods. By changing the voltages U 

and V, but holding the ratio   constant for each voltage, only particles with a certain mass to 

charge ratio move along a stable track and reach the detector where they are subsequently 

detected by a secondary electron multiplier. 

 

Figure 3.7: Illustration of a quadrupole mass spectrometer with the main parts: ionization 

region, rod system and detector region [29]. 

Only ions of a certain mass/charge ratio (m/Ze) will reach the detector for a given ratio of 

voltages. The double ionized particles appear in the spectrum at half of their molecular mass, 

triply charged ions at one third, etc. due to their m/Ze ratio [29]. By this method, molecules with 

molecular masses of over 1000 can be detected even if the mass spectrometer has a maximum 

range of, e.g., 300 amu. Apart from the isotope pattern of the molecular ions one can also observe 

products of ion fragmentation processes. The simplest way of detecting ions or electrons is via 

the detection of their charges. In simple quadrupole mass spectrometers the ions hit a metallic 

collector cone (Faraday cup) and the charge transferred is recorded using an electrometer 

preamplifier, which can detect currents down to a pA-range. For even lower ion currents one uses 

secondary electron multipliers or channeltron multipliers.  
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3.5.1 Thermal desorption spectroscopy (TDS) 

Thermal desorption spectroscopy (TDS) which is also referred to as temperature programmed 

desorption (TPD), is one of the most frequently employed techniques for the determination of 

kinetic parameters of desorption processes or decomposition reactions. First a surface is exposed 

to a gas. After exposure, the sample surface is rotated to face the mass spectrometer detector and 

heated with a temperature program β(t) = dT/dt (with the temperature T usually being a linear 

function of the time t). As the substrate temperature is increased, however, there will be a point at 

which the thermal energy of the adsorbed species is such that one of several things may occur: i) 

a molecular species may decompose to yield either gas phase products or other surface species, 

ii) an atomic adsorbate may react with the substrate to yield a specific surface compound, or 

diffuse into the bulk of the underlying solid, iii) certain adsorbed species may have enough 

energy to escape. The third options is called the desorption process, where the desorption 

products will be detected as a rise in pressure for a certain mass, e.g. by mass spectrometry. The 

TDS experiments are often performed using a quadrupole mass spectrometer (Fig.3.8a,b) and 

well-defined surfaces of single-crystalline samples in a continuously pumped ultra-high vacuum 

(UHV) chamber. 

 

       

Figure 3.8: (a) The illustration of TDS set-up, (i)The experiment starts by dosing the clean 

sample crystal at position. (ii) The sample is then moved to face quadrupole mass 

spectrometer. (b) The picture of the Cu(110) sample in the UHV chamber is shown with 

various surface science tool. 
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3.5.2. Measurement of angular distribution of desorption 

For angle resolved desorption measurements, the sample is usually tilted in front of a directional 

detector. Since our sample holder did not allow for tilting we proceeded in the following way: A 

number of desorption experiments were performed with different sample positions with respect to 

the sample-aperture axis by shifting the sample laterally up to  10 mm in X and Y direction. 

This also yields a QMS signal (after proper subtraction of the background signal) which depends 

on the actual angular distribution of the desorbing species. Sample position and QMS aperture in 

UHV chamber are shown in Figure 3.9. 

 

Figure 3.9: The mass spectrometer aperture, the Cu (110) sample with sample holder and the 

shift directions for angular distribution measurements. 

3.6. The Ni/Cu(110) bimetallic surface preparation 

To obtain a nickel-copper bimetallic surface we used two different techniques. In the first case at 

the appropriate surface temperature the dissociation of nickel tetra-carbonyl, Ni(CO)4 on Cu(110) 

was used in order to prepare a bimetallic surface. As a second method, the nickel was evaporated 

onto the Cu(110) surface by a commercial electron beam evaporator. In this case the amount of 

evaporated nickel was measured with a quartz microbalance which could be positioned instead of 

the sample. 

Y

X
Sample 

QMS 
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3.6.1. Electron beam evaporation (EBE) 

A commercial electron beam evaporator (OMICRON EFM 3 UHV Evaporator) was used to 

obtain a bimetallic Ni/Cu(110) surface. A photograph and scheme of the evaporation assembly 

with installed nickel evaporator is seen in Fig.3.10. A Ni rod was heated by electron beam 

bombardment from a tungsten wire filament, causing evaporation. The evaporation cell was 

contained in a water cooled copper shield. By this, the background pressure during evaporation 

could be kept below  5 ൈ 10ିଵ଴ Torr .  

 

 
 

Figure 3.10: A photograph and a schematic drawing of the electron beam evaporator 

(OMICRON EFM 3 UHV Evaporator) unit with installed Ni evaporator. The distance 

between sample and the front of the evaporator was 18 mm [30]. 

The film thickness is monitored by a quartz microbalance (INFICON Compact Crystal Sensor) 

which can be positioned exactly at the sample location, where subsequently thin film deposition 

is carried out. The basic idea of a quartz microbalance is the piezoelectric effect. When we apply 

a voltage in some certain crystal surface direction, the crystal will be distorted and changed its 

shape, which is proportional to the applied voltage. When an AC voltage is applied the crystal 

will vibrate. The resonance frequency is sensitive to the mass of the crystal. This characteristic 
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can be used to obtain the amount of deposited material on the substrate. Using the resonance 

frequency difference, the deposition rate can be calculated. 

3.6.2. Nickel tetra-carbonyl (Ni(CO)4) dissociation 

Nickel tetra-carbonyl is an organonickel compound with the chemical formula Ni(CO)4. It has a 

tetrahedral form with Ni-C=1.817 Å and C-O=1.127 (Fig.3.11) where four carbon monoxide 

(carbonyl) molecules are connected to the center atom nickel. It is very volatile at room 

temperature and highly toxic. 

            

Figure 3.11: The illustration of the Ni(CO)4 molecule. Carbon and oxygen are connected by 

triple bonds and are covalently bonded to the nickel atom via the carbon ends [31]. 

At the temperature above 180 K, Ni(CO)4  starts to decompose to carbon monoxide, and nickel 

sub-carbonyls form (Ni(CO)3, Ni(CO)2, Ni(CO)) as well as nickel metal. They are shown in the 

mass spectrum between mass number 50 amu and 200 amu (Fig 3.12).  In addition to that it 

decomposes on the chamber walls. This property of organometallic molecules can be used to 

form a bimetallic surface. More details will be given in chapter 7. In addition to that some 

interesting features of Ni(CO)4 condensation on Cu(110) are presented in chapter 6. 

 



   
        

33 
 

 

Figure 3.12: Mass spectrum (cracking pattern) of a Ni(CO)4 gas as obtained in our particular 

case at a  total pressure of 4x10-8 Torr where the mass numbers are represented with Ni: 58 

amu, NiCO: 86 amu, Ni(CO)2: 114 amu, Ni(CO)3: 142 amu, Ni(CO)4: 170 amu; the signals at 

60 amu and 88 amu stem from the Ni60 isotope. 

3.7. Infrared spectroscopy (IR) 

Infrared spectroscopy was among the first methods to be applied to the direct characterization of 

adsorbates, with the earliest investigations of adsorption of finely divided materials being 

published in 1940s [32]. These earliest studies used transmission infrared spectroscopy, in which 

the infrared beam passes through a prepared sample and the change in its absorption spectrum 

following adsorption is monitored. Subsequent instrumental developments, notably including the 

increasing availability of Fourier transform infrared (FT-IR) spectrometers, progressed the 

methods during the 1970s and 1980s. Reflection-absorption infrared spectroscopy is one of the 

latest applications of FT-IR.  

In this study, to get more information on the surface process during the reaction and desorption of 

particles which is not possible with thermal desorption spectroscopy (TDS), we have used the 

reflection absorption infrared spectroscopy (RAIRS-with a grazing incidence angle of 83º) 

technique. This method is proper to understand how the preferred adsorption sites are changed 

during the adsorption/desorption process. Furthermore one can follow adsorption or desorption 

kinetics by measuring IR spectra as function of time or temperature. 



   
        

34 
 

The RAIRS investigations have been performed using a Brucker ifs 66 v/S Fourier transform 

infrared (FTIR) spectrometer. This FT-IR is attached to the UHV chamber in a RAIRS set-up. 

This set-up is described in more detail in [33]. The FT-IR has two different detectors which are a 

pyroelectric detector and a liquid nitrogen cooled mercury cadmium telluride (MCT) 

semiconductor detector. In this study the MCT type detector is used due to its higher sensitivity 

and faster scan property than the pyroelectric detector. One has to mention that the MCT detector 

can not be operated at room temperature. The LN2 cooled detector is hold behind the potassium 

bromide (KBr) window. In order to isolate it thermally the device is mounted in a Dewar which 

has to be evacuated to high vacuum. As an infrared source, we have used a silicon carbide (SiC, 

Globar) source.  

A schematic representation of an FT-IR spectrometer is given by Fig. 3.13. The Michelson 

interferometer consists of a fixed and a movable mirror (M1 and M2, respectively) and a beam 

splitter. Additionally there are two light sources: an infrared source and a laser.  

 

Figure 3.13: The optical path of a Fourier transformation spectrometer. The main parts are 

the infrared source, the Michelson interferometer and a MCT detector [34]. 

The laser is used to determine the position of the movable mirror, the infrared source to interact 

with the adsorbates on the sample. Because of the two light sources there are also two detectors. 

The signal is passed to the sample which is located in the UHV chamber and finally it is detected 

by the detector (external MCT detector). 
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The spectrometer is managed by the OPUS software. It allows managing different adjusting 

parameters for various measurements. For a grazing incidence angle of about 83° a scan time of 

15 min was chosen with a resolution of 4 cm-1 and a modulation frequency (or mirror velocity) of 

10 kHz (Modulation frequency, is ఔ݂෥
௠௢ௗ ൌ

ଵ

ೡ்෥
೘೚೏ ൌ

௏

ௌೡ෥
ൌ

௏

ఒ
ଶൗ
ൌ ෤ where ௩ܶ෤ݒ2ܸ

௠௢ௗ is the time 

between two zero crossings of the interferogram of the laser, V is the mirror velocity, cms-1 and 

ܵ௩෤  is the way that has to be passed by the mirror that the optical path difference is λ, which is the 

wave length of the laser. ݒ෤ is the infrared frequency in wavenumbers, cm-1). In case of 

temperature-resolved measurements, a scan time of 1 minute and a modulation frequency of 60 

kHz was used for each cycle. The time gap between two cycles was 10 s, hence every 70 s one 

spectrum is taken for the measurement. 

3.8. Reflectance difference/anisotropic spectroscopy (RDS/RAS) 

Reflectance difference spectroscopy (RDS, also called RAS—reflectance anisotropy 

spectroscopy) is a normal incidence reflectance technique that utilizes the anisotropy of 

reconstructed semiconductor and metal surfaces and is capable of sensing the stoichiometry and 

symmetry of the uppermost atomic monolayers of cubic semiconductors and metals. It is a new 

and extremely sensitive method to investigate the anisotropy of metal surfaces, the adsorption 

kinetics of inorganic atoms and molecules [5,35,36,37]. Furthermore, being a purely optical 

method, RDS can be applied to samples in any transparent environment, which would allow 

bridging the pressure gap between ultra-high vacuum and the high pressure reaction regime. A 

picture of an RDS system which is attached to an UHV chamber is shown in Fig 3.14a. RDS 

measures the difference of the reflectivity for light linearly polarized along two orthogonal 

surface directions  ൣ110൧ and ሾ001ሿ, normalized to the  average reflectivity. 

∆r

r
ൌ 2

rሾଵଵഥ଴ሿ െ rሾ଴଴ଵሿ

rሾଵଵഥ଴ሿ ൅ rሾ଴଴ଵሿ
                                                                  ሺ3.12ሻ      

The experimental setup of the system is illustrated in Fig.3.14b.  The RDS system used in this 

study is the Aspnes type [38] which uses light generated by a 75 W xenon-lamp with energies 

ranging from 1.5 to 5.5 eV. After the light is linearly polarized by a prism polarizer, it passes a 
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strain-free window (in case of in situ UHV experiments) and enters the UHV chamber, where it is 

reflected at the sample. 

 

 

Figure 3.14: a) A picture of the RDS system which is attached to a UHV chamber b) a 

schematic drawing of the reflectance difference spectroscopy (RDS) set-up [39]. 

The polarization direction is chosen in a way to maximize the anisotropy signal: for samples with 

two-fold symmetry the polarization direction is adjusted to be 45◦ off the primary axes of the 

surface, resulting in an equal projection of the polarization vector on these primary axes. After 

reflection from the surface, the difference of the reflectivity of both polarization directions leads 

to a rotation of the polarization vector and to a relative phase shift (ellipticity) in the reflected 

(a) 

(b) 

UHV chamber 

RDS compact 
system

A strain-free 
window
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beam. This change in the polarization state is analyzed spectroscopically with a lock-in technique 

using a photoelastic modulator (PEM), analyser, diffraction grating and photomultiplier for 

detection. 

This procedure allows one to simultaneously determine the amplitude |Δr/r| and the phase shift 

ΔΘ and, hence, the real and imaginary part of the complex reflectance difference Δr/r. All optical 

components are placed outside the vacuum. The light is transmitted through a strain-free window 

into the UHV chamber, where the experiments discussed in this paper have been performed. 

RDS has been initially applied to semiconductor surfaces, metal-semiconductor interfaces and 

metal surfaces and recently used to investigate organic layers on various surfaces. In this thesis, 

we present a real time reflectance RDS study of the adsorption and reaction of methanol on the 

bare Cu(110) surface and the Cu-CuO stripe phase. For a partially reconstructed surface like the 

Cu-CuO stripe phase, the reconstructed fraction of the surface and, hence, the oxygen coverage in 

the range 0 ML ൑ Θ୭ ൑ 0.5 ML  can be determined quantitatively by RDS [40]. Besides, surface 

processes like adsorption or desorption as well as reactions can be monitored in real time by 

recording the changes of the RD signal at a selected wavelength which is called reflectance 

difference kinetic (RDK). 

 

 

 

 

 

 



   
        

38 
 

3.9. Density functional theory (DFT) 

The basic lemma of density functional theory (DFT) was proposed by Hohenberg and Kohn in 

1965 which is also known as the famous Hohenberg-Kohn theorem [41]. “The ground-state 

density n(r) of a system of interacting electrons in an external potential uniquely determines this 

potential”. In recent years this theory has been improved in order to understand extremely 

complex molecular and catalytic systems together with the improvement in computer power. 

DFT can be regarded as a revised successor of the Thomas-Fermi theory [42,43,44]. The main 

idea of DFT is the substitution of the multi-dimensional wave function ψ(r1, r2,······, rN) of N 

interacting electrons by the simple electron density n(r) which is a function of three-dimensional 

coordinates. The implementation of this idea via effective one-particle Schrödinger-equations has 

been developed by Kohn and Sham [45]. The big success of DFT and its contribution to the 

scientific progress resulted in the Nobel prize for chemistry in 1998 for Walter Kohn.   

3.9.1. Kohn-Sham equations 

We will start with the time-independent, non-relativistic Schrödinger equation for the wave 

function ψ of N interacting electrons:  

Eψ ൌ H෡ψ ൌ ൫T෡ ൅ V෡ ൅ V෡ ୣ୶୲൯ψ                                                   ሺ3.13ሻ      

where the Hamilton operator of the system consist of the following terms: the kinetic energy  ෠ܶ  

operator, the electron-electron interaction potential V෡ and an external applied potential  ෠ܸ  ௘௫௧ 

which includes also the electron-nuclei Coulomb interaction [46,47,48,49]. Eq.3.13 is taken into 

account the decoupling of the electronic and ionic movements (the Born-Oppenheimer 

approximation). However, the electron-phonon excitations are excluded and nuclei coordinates 

are considered as only a parameter in this equation. The Hohenberg-Kohn theorem was the first 

to proof the following two objectives: there is a one-to-one correspondence between the electron 

ground-state density and the many body wave function of interacting electrons, which means that 

the ground-state electron density is uniquely determined by the external potential. 

       Nሺrሻ →  |ψ ሾnሿ〉  and  nሺrሻ →  Vextሺrሻ                                        ሺ3.14ሻ                     
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The ground state solution of the Schrödinger equation is deduced by minimizing the expectation 

value of the total energy by the use of the Raleigh-Ritz variation principle [50,51,52]. The 

iterative cycle of minimization will be continued until self-consistency is accomplished with 

respect to a trial wave function. The minimization using the electron-density reaches the ground 

state energy via the relations in Equation 3.15,                                                       

            Eoൌ 
min
ψ
 ψ|T൅V൅Vext|ψۧൌۦ 

min
nሺrሻ

 E ሾnሺrሻሿ                                     ሺ3.15ሻ                       

where  

      Eሾnሿ ൌ Tሾnሿ ൅ Vୌሾnሿ ൅ E୶ୡሾnሿ ൅ Vୣ୶୲ሾnሿ                                      ሺ3.16ሻ                     

ܶሾ݊ሿ is the kinetic energy functional for non-interacting electrons and Vୣ୶୲ሾnሿ is the functional of 

the external potential. The Hartree energy ுܸሾ݊ሿ which describes the classical Coulomb energy of 

electrons is given by 

Vୌሾ୬ሿ ൌ
1

2
නdrdrᇱ

eଶ

4πϵ଴

nሺrሻnሺrᇱሻ

|r െ rᇱ|
                                               ሺ3.17ሻ 

where e is the elementary charge and ߳଴ is the dielectric constant. The exchange-correlation 

energyܧ௫௖ሾ݊ሿ  is included in the total energy as a purely quantum mechanical interaction. The 

accuracy of DFT strongly depends on the proper determination of this exchange-correlation 

energy and functional, respectively. Generally this exchange correlation functional is unknown 

and approximations are needed. The advantage of the functional approach is that ܧ௫௖ሾ݊ሿ only 

depends on the three dimensional charge density. The electron-density of N independent electrons 

is expressed as 

Nሺrሻ ൌ෍|φ୧ሺrሻ|
ଶ                                                                ሺ3.18ሻ

୒

୧ୀଵ

 

The ߮௜ሺݎሻ are selected to be orthonormal to each other: ൻ߮௜ห߮௝ൿ ൌ  ௜௝. Furthermore, the variationߜ

of the energy functional ܧሺ݊ሻ leads to a set of Kohn-Sham equations [45], which are equivalent 

to the many-electron problem:  
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ቈെ
ħଶ

2m
ଶ׏ ൅ Vୣ୤୤ሺrሻ቉ φ୧ሺrሻ ൌ ε୧ሺrሻφ୧ሺrሻ                                          ሺ3.19ሻ   

where  ݉ is the mass of an electron and  ߝ௜ are the eigenvalues of the Kohn-Sham equations. 

Furthermore the effective potential, ௘ܸ௙௙, is given by: 

 

 Vୣ୤୤ሺrሻ ൌ Vୌሺrሻ ൅ V୶ୡሺrሻ ൅ Vୣ୶୲ሺrሻ                                             ሺ3.20ሻ 

The exchange-correlation potential ௫ܸ௖ሺݎሻ is given by the functional derivative of the exchange-

correlation energy with respect to the electron density, 

V୶ୡሺrሻ ൌ
δE୶ୡሾnሺrሻሿ

δ୬ሺrሻ
                                                           ሺ3.21ሻ 

By solving the Kohn-Sham equations self-consistently one gets a set of wave functions ߮௜ and 

Kohn-Sham eigenvalues ߳௜. Self-consistency means that from an initially guessed electron 

density, the eigenfunctions ߮௜  are calculated as solutions of the Kohn-Sham equations and in the 

following iterations the newly calculated charge density is inserted in the Kohn-Sham equations. 

This procedure is repeated until the converged charge density is obtained which then leads to the 

ground state energy. Mixing new and old charge density can accelerate the convergence 

significantly. Advanced mixing techniques, like the modified Broyden’s method [53], can speed 

up the convergence by utilizing more than the charge density of the electronic step and damping 

spurious Fourier components of the intermediate charge density. 

The Kohn-Sham equations yield a double counting of the electron-electron interactions, when 

one considers the sum of single-particle Kohn-Sham eigenvalues as total energy. By removing 

the over-counted energies one gets the exact ground state energy of the system: 

Eሾnሿ ൌ෍ϵ୧ െ
1

2
නdrVୌሺrሻnሺrሻ െ නdrV୶ୡሺrሻnሺrሻ ൅ E୶ୡሺnሻ                        ሺ3.22ሻ

୒

୧ୀଵ

 

Therefore the eigenvalues of the Kohn-Sham equation are not the energies of single electron 

states but the derivatives of the total energy with respect to the occupation numbers of these 

states [54]. 



   
        

41 
 

3.9.2. Exchange-correlation functionals 

The major problem with DFT is that the exact functionals for exchange and correlation ܧ௫௖ are not known 

except for the free electron gas. A simple approximation of this functional is the local density 

approximation (LDA) [45]. LDA hypothesis could be applied to the limiting cases of a slowly 

varying density and very high densities. 

E୶ୡሺnሻ ൌ නdr nሺrሻε୶ୡሾnሺrሻሿ                                                     ሺ3.23ሻ 

Here  ߝ௫௖ሺ݊ሻis the exchange and correlation energy per particle of a homogeneous electron gas 

with density n. Thus the LDA exchange-correlation potential is fully localized which means that 

it depends only on the density at position r: 

V୶ୡ
୐ୈ୅ ൌ

∂

∂n
nε୶ୡሺnሻห ୬ୀ୬ሺ୰ሻ                                                        ሺ3.24ሻ 

The LDA exchange-correlation itself can be obtained using an interpolation scheme between 

analytic asymptotic behaviors and intermediate results based on quantum Monte Carlo 

calculations of the homogeneous electron gas [55]. Furthermore, the LDA satisfies important sum 

rules for the electron-hole pairing. Surprisingly, in spite of the inexact representation of the 

inhomogeneous electron gas, LDA has been successful for various bulk and surface problems 

[56]. LDA yields relatively reliable lattice constants and ionic configurations, but in fact the 

reasons for this good accuracy are not fully understood. 

The attempts to improve DFT by using a Taylor expansion of the exchange-correlation energy 

-௫௖ሺ݊ሻ in the density has not been successfull since it violates the sum rule for the exchangeߝ

correlation hole [46,57,58]. The GGA exchange-correlation energy [59,60,61], expressed as: 

Eଡ଼େሾnሿ ൌ නdrnሺrሻε୶ୡሺnሺrሻ,  nሺrሻ|ሻ                                              ሺ3.25ሻ׏|

which includes the gradient of the density |׏ሺ݊ሺݎሻሻ| overcomes this problem. Calculations, using 

GGA, achieve chemical accuracy [61] for many chemical problems. There are still a number of 

failures in GGA in spite of the success of the functional of Perdew and Wang (PW91) [60,62] 

and Perdew-Burke-Ernzerhof (PBE) [61]. These are [61]: (a) wrong description of van der Waals 

forces, (b) insufficient electron affinities of negative ions, (c) underestimation of cohesive 
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energies, (d) underestimation of band gaps, (e) wrong long-range of the effective one-particle 

potential at large distances, (f) erroneous representation of anti-ferromagnetic insulators as 

metals. All results reported in this thesis have been calculated using the PW91 [60] and PBE [61] 

functional where the PBE is a simplification of PW91, which yields almost identical numerical 

results with a simpler formula from a simpler derivation. 

3.9.3. Plane wave basis sets with special k-points 

In the previous sections we have shown that a many-body problem can be transformed into a 

quasi-single problem (Eq.3.19). However, for solid systems this means that the solutions of the 

Kohn-Sham equations need to handle the dynamics of an infinite number of non-interacting 

electrons in a static high-dimensional potential. By using Bloch’s theorem one can simplify the 

system from an infinite number to a finite number of electrons within a single primitive unit cell 

[61]. In the case of a periodic system the obvious choice is to expand the wave function in a 

discrete plane wave basis set: 

φ୩,୨ሺrሻ ൌ෍c୨,୩ାୋ
ୋ

exp ሾiሺk ൅ Gሻ ∙ rሿ                                                       ሺ3.26ሻ 

where G is the reciprocal lattice vector, k is restricted to the first Brillouin zone and j is the band 

index. Because the computational power is restricted and it is impossible to handle an infinite 

number of plane waves one needs a truncation at each k point, set by an energy-cutoff: 

Eୡ୳୲୭୤୤ ൌ  
ħଶ

2m
 |k ൅ G| ଶ                                                                   ሺ3.27ሻ 

By enlarging ܧ௖௨௧௢௙௙ one can control the quality of the calculations. The cutoff-energy is not the 

only parameter which influences the convergence. Also the size of the supercell is an important 

factor. The reason is that the values were calculated with VASP (Vienna ab-initio simulation 

package) and its plane wave basis set is periodic in all three space directions. If the super cell is 

too small, neighboring molecules interact strongly with each other. In the case of a cutoff energy 

of 400 eV a side length of 20 Å is enough that the system is converged. For comparison in the 

case of a cutoff  energy of 600 eV a side length 15 Å is already enough. 



   
        

43 
 

The electronic wave functions will be almost identical when the k points are very close together. 

Hence the electronic wave function over a region of k space can be represented by the wave 

function at a single k point. Hence the calculation of the electrostatic potential requires only a 

finite number of electronic states at a finite number of k points, and this electrostatic potential 

together with the external potential then determines the total energy of the system. Thus the total 

energy of solid systems per unit cell is represented by: 

E ൌ 〈H〉 ൌ
1

V
෍න dkH୧ሺkሻf൫ϵ୧ሺrሻ൯ ൎ

1

V

 

୴୧

෍H୧ሺkሻf൫ϵ୧ሺrሻ൯

୩

                           ሺ3.28ሻ 

where 〈ܪ〉 is the expectation value of the Hamiltonian, V the volume of the reciprocal unit cell, 

௜݂൫߳௜ሺݎሻ൯ a weight factor and i is the band index. One can improve the accuracy of the discrete 

approximation to the Brillouin zone integration by the usage of broadening methods (Methfessel-

Paxton smearing [63]) or an improved interpolation scheme (the linear tetrahedron method [64]). 

Interpolation methods require more than one k point to be used in each direction. If one handles 

surface science problems one k point in the direction of the surface normal is enough due to the 

fact that there is no periodicity and therefore no band dispersion in this direction. 

By employing Bloch’s theorem and a plane wave basis set, the Kohn-Sham equations Eq. (3.19) 

are transformed to, 

෍ቈ
ħଶ

2m
|k ൅ G| δୋ,ୋᇲ 

ଶ ൅ Vୣ୤୤ሺG െ G′ሻሿ ቉

ୋᇲ

C୧,୩ାୋᇲ ൌ ε୧c୧,୩ାୋ                             ሺ3.29ሻ 

where the kinetic energy  
ħమ

ଶ௠
|݇ ൅ |ܩ

2
 
is diagonal and ௘ܸ௙௙ሺܩ െ  ᇱሻ is the Fourier transform ofܩ

the effective potential. By a diagonalization of the Hamiltonian matrix of Eq.3.29 the eigenvalues 

 ௜ can be obtained. The chosen energy cutoff determines the size of this matrix. Modern iterativeߝ

methods avoid the direct diagonalization when trying to find the electron state minimum [65,66]. 

In the Vienna ab initio simulation package (VASP) [67,68] the Kohn-Sham equations are 

implemented as follows: the wave function is developed in plane waves on a finite k point mesh, 

and the resulting Hamiltonian is iteratively solved either by a sequential conjugate gradient (CG) 

minimization [69,70] or by a residual minimization method (RMM) [66,71] using a direct 
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inversion in the iterative subspace. By the Hellman-Feynman theorem [72] the force ܨூ  on an ion 

at position ܴூ  can be computed, 

 

as derivatives of the basis set with respect to the position of the ion, the so-called Pulay-forces, 

happen to cancel each other for a plane wave basis set [56]. This allows for an efficient and 

accurate geometry optimization.  

3.9.4. Pseudopotential approximation 

In order to obtain smoothly varying wavefunctions and potentials so called pseudo-potentials are 

introduced. The concept of pseudopotentials is based on the observation that the chemical 

properties of most atoms are determined by their valence electrons [58]. Therefore, it is desirable 

to replace the core electrons together with the strong ionic potential (pseudowaves are shown in 

Fig.3.15). The starting point for the generation of pseudopotentials is an all-electron calculation 

for the isolated atom.  

 

Figure 3.15: A schematic illustration of the difference between the all-electron and pseudo 3s 

wave function and their corresponding potentials [58]. 
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The pseudopotential and pseudo wave function are identical to the true potential and wave 

function outside the core radius, . One can see that the nodes of the true wave function are 

removed inside the core radius but at the same time the norm of the wave function and with it all 

scattering properties of the full system are preserved. The general form of norm-conserving 

pseudopotentials is given by 

V୮ୱୣ୳ୢ୭ሺrሻ ൌ෍|Y୪୫〉

୪,୫

V୪ሺrሻ〈Y୪୫|                                                        ሺ3.31ሻ 

where |Y୪୫〉 denotes spherical harmonics. It is called semi-local since it is local in the radial part 

and non-local in the angular part. The implementation of a plane wave basis in the 

pseudopotential approach was first done by Troullier and Martins [73] and Rappe et al. [74]. The 

accuracy of the pseudopotential calculations is only determined by the energy convergence of the 

valence electrons, since core electrons are not directly considered. 

One can achieve a significant reduction of the computational effort by maintaining an accurate 

description of most systems by the use of norm-conserving pseudopotentials. In the case of 

palladium, the number of electrons is reduced from 46 to the 10 d electrons [48]. Furthermore, by 

giving up the norm conservation one can reduce the computational effort. The first approach was 

suggested by D. Vanderbilt [75,76] and is implemented in VASP [77]. But this ansatz violates 

charge conservation. To overcome this problem the full, norm-conserving charge density has to 

be reconstructed by the introduction of an overlap matrix derived augmentation charge in the core 

region. 

It has to be mentioned that the pseudopotential is constructed from an exact all electron 

calculation of the free atom [48]. The chosen core radius influences the transferability of the 

pseudopotential to molecular or bulk systems and has to be verified. Further, the exchange-

correlation functional has to be the same when constructing and applying the pseudopotential 

approximation to avoid significant errors [78]. 
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3.9.5. The supercell approach 

Due to Bloch’s theorem and the usage of a plane wave basis set the considered problem becomes 

periodic in all three spatial dimensions. For bulk metal calculations, this is naturally satisfied. By 

introducing a surface, however, periodicity in one direction is removed. Assuming the surface is 

normal to the z direction, one would have to deal with a semi-infinite bulk region and a semi-

infinite vacuum region along the z axis with periodicity only preserved in the x-y plane 

[48,58,79]. 

In the so-called slab approach, however, one replaces the semi-infinite metal by a slab with two 

surfaces and a finite number of layers. By doing so, one obtains a two-dimensional lattice where 

the periodicity is given by the surface unit cell. To recover three-dimensional periodicity, the slab 

is now repeated in the z direction by adding a sufficiently large vacuum region in between them 

as illustrated in Fig. 3.16. This allows the computationally efficient expansion of the wave 

function in a plane wave basis set even for a non-periodic surface problem. 

 

Figure 3.16: Illustration of the supercell approach, in which surfaces are represented through 

an infinite array of slabs [58]. 

However, one has to check that this artificial supercell is still close enough to the physical reality: 

The vacuum region must be large enough (≥10 Å) to separate both surfaces of the slab and to 
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avoid any interactions of opposing surfaces or adsorbates. For example, the convergence of the 

work function for Cu(110) requires a five layer Cu slab with 12 Å of vacuum layer. 

Moreover, the slab has to be thick enough to accurately model bulk states and any surface 

relaxations. For low-index metal surfaces, four or more layers are already sufficient to achieve 

convergence. Finally, the size of the surface unit cell has to be chosen such that it either 

corresponds to known experimental coverages or is large enough to exclude any lateral 

interactions between adsorbates. 

3.9.6. Geometry relaxations 

A substrate is constructed by stacking atomic layers with the bulk lattice constant. For close 

packed (111) and (100) surfaces of face centered cubic (fcc) crystals, 4 or 5 layers are already 

sufficient for converged results. The rather open surface (110) requires also only 5 atomic layers. 

Since the slabs are separated in z-direction so that there is no interaction, only one k-point along 

this direction is required. However, the ideal bulk positions are no longer stable at a surface. At 

the surface of a solid the electronic structure and charge density are strongly modified. 

Considering the charge density of metal surfaces, the surface electron distribution is much 

smoother than in the bulk. This Smoluchowski smoothing [80] leads to a rather uniform 

distribution of the charge density thus lowering the kinetic energy of the surface electrons. As a 

result of the surface charge density redistribution, the ion cores experience inward forces to the 

bulk. For a realistic slab model, the surface ion relaxation is included by computing the ionic 

forces by the Hellmann-Feynman theorem. In Cu substrates, the relaxation of the upper-most ions 

affects the ion positions by only a few hundredth of an Angstrom. The shift of the second layer 

atoms is generally smaller than in the first layer. 

3.9.7. Surface energies of clean surfaces 

Surfaces can be assumed to be created by cleaving an infinite solid. This requires energies, 

otherwise a crystal would cleave spontaneously. Surface energies  of a monoatomic solid at 0 K 

can be calculated according to [81]: 
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γ ൌ
1

2A
ሺEୱ୪ୟୠ െ N ∙ Eୠ୳୪୩ሻ                                                               ሺ3.32ሻ 

Where Eslab is the total energy of the slab per supercell with N atoms, Ebulk is the bulk cohesive 

energy per atom, A is the surface area in the supercell. Typically 4 layers for a (111) and five 

layer for a (100) surface are sufficient in slab calculations. 

3.9.8. Adsorption energies 

The DFT total energy E[n] is used to determine the adsorption energy Eads which is defined as the 

total energy difference between the adsorbate system and the sum of the clean substrate and the 

gas-phase atom or molecule. In molecular non-dissociative adsorption, the adsorption energy is 

defined as 

Eୟୢୱ ൌ Eୟୢୱ୭୰ୠୟ୲ୣ െ ሺEୱ୪ୟୠ ൅ E୫୭୪ሻ                                                   ሺ3.33ሻ 

For many closed-shell molecules, it corresponds simply to the physisorption energy, and in most 

case this will be underestimated in GGA. In the case of open-shell molecules, e.g. CO, Eq.3.33 

gives the chemisorption energy of the molecule. However, for dissociative adsorption, e.g. of 

hydrogen, the adsorption energy per atom includes the bond breaking of the gas-phase molecule: 

Eୟୢୱ ൌ Eୱ୪ୟୠାୌ െ ൬Eୱ୪ୟୠ ൅
1

2
Eୌమ൰                                                   ሺ3.34ሻ 
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Chapter IV  

4.  Methanol adsorption on Cu(110) and                      

on Cu(110)-(2×1)O stripe phase 

Copper, one of the most extensively used metals in the history of civilization, is an 

important material in modern industry. Copper used as a catalyst is frequently 

applied in reactions, such as methanol synthesis gas shift reaction and alcohol 

dehydration/dehydrogenation. Methanol is of particular interest as a means of 

hydrogen storage in the context of fuel cell technology. In this chapter, I present 

integral and angle resolved thermal desorption spectroscopy data using methanol 

adsorption and oxidation on clean and oxygen covered Cu(110 surfaces. In addition 

to that the interaction of methanol on the same surfaces has been investigated using 

reflection absorption infra red spectroscopy (RAIRS). As a new surface science tool, 

reflectance difference spectroscopy (RDS) has been used to perform a real time 

measurement on the adsorption and reaction of methanol. 

4.1. Introduction 

The interaction of methanol with low-index copper surfaces has been a model system for  the 

study of alcohol adsorption on metal surfaces, These studies were also motivated by the 

significant role copper plays in the catalytic synthesis and oxidation of methanol [82,83]. 

Especially, the influence of oxygen on a Cu(110) surface on the methanol adsorption and reaction 

rate has attained considerable interest [5,84,85,86,87]. The sticking coefficient for methanol can 

be increased by more than an order of magnitude due to oxygen [5,84]. Oxygen on Cu(110) 

forms a special surface oxide by nucleation and aggregation of Cu–O added rows, resulting in a 

(2×1) superstructure [88,89]. At 0.25 ML of oxygen the so called Cu-CuO stripe phase forms, 

which consists of well ordered stripes of equidistant copper oxide and clean copper areas, 
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separated by about 6 nm [90]. This self-assembled surface has attained considerable interest 

recently as a template for nanostructured thin films [91].  

Here we present a detailed and systematic study of the influence of oxygen on Cu(110) on the 

methanol adsorption and the subsequent reaction products by using integrated/angle resolved 

thermal desorption spectroscopy, reflection absorption infra red spectroscopy and reflectance 

difference spectroscopy. In particular, we concentrate on the specific Cu-CuO stripe phase which 

forms after adsorption of 0.25 ML of oxygen. The results were published in reference [3]. 

4.2. The (2×1) Cu-O stripe phase 

For the preparation of the Cu-CuO stripe phase, the clean Cu(110) sample surface (with a (1x1) 

LEED pattern in Fig.4.1a) was dosed with oxygen at 550 K to yield a coverage of 0.25 ML. This 

is half of the saturation layer as determined by Auger electron spectroscopy, which is correlated 

to 0.5 ML of oxygen, according to the literature [90]. The formation of a (2x1) superstructure for 

the 0.25 ML and 0.50 ML (oxygen saturated) oxygen covered surfaces was observed by LEED 

(in Fig.4.1b,c). A schematic drawing of the Cu(110)-(2x1) stripe phase is depicted in Fig. 4.2. 

 

Fig.4.1: LEED pattern of a) a (1x1) clean Cu(110), b) a (2x1) Cu(110)-0.25 ML oxygen 

stripe, c) a (2x1) Cu(110)-0.50 ML oxygen surfaces. UB=135 eV. 
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Fig.4.2: A model drawing of the added row (2x1) oxygen structure on Cu(110), leading to 

the Cu-CuO stripe. 

 

Fig. 4.3: STM image of a Cu(110)-(2×1)O striped surface after adsorption of about Θo=0.25 

ML oxygen at 500 K. The insert shows a more close view of CuO. The [001] substrate 

azimuth and the Cu and the Cu(110)-(2×1)O stripes are indicated in both images [91]. 
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The Cu-O stripe phase provides an almost ideal template to study the adsorption properties of 

molecules. Its structure is quasi one-dimensional and extremely well ordered. It is composed of 

structurally and chemically distinct Cu and Cu-O domains. The STM image, in Fig. 4.3, shows a 

long-range ordered nanostructured surface with the Cu(110)-(2×1)O stripe phase. The stripe 

phase consists of elongated Cu(110)-(2×1)O islands (stripes) separated by clean Cu(110) areas. 

By varying the oxygen coverage Θ0 between 0 ML and 0.5 ML (the (2×1) saturation value) the 

width of the Cu-O stripes can be tuned from 2.2 nm up to >10 nm [91]. 

4.3. Influence of oxygen on methanol adsorption 

Multiplexed thermal desorption spectra for the reaction products after methanol dosing of 12 

Langmuir (L) at 190 K on a clean, a 0.25 ML (stripe phase) and a 0.5 ML oxygen covered 

Cu(110) surface are shown in Fig. 4.4a,b,c. The mass spectrometer has been tuned to the masses 

m = 2 (hydrogen), m = 18 (water), m = 30 (formaldehyde), m = 32 (methanol) and m = 44 (carbon 

dioxide). More masses, in particular of cracking products, have been measured but will not be 

displayed since they do not yield additional information. As already outlined in the literature, the 

sticking coefficient for methanol is quite small on the clean and the fully oxygen covered 

Cu(110) surface, but rather high on a partially oxygen covered Cu(110) surface. On the clean 

surface (Fig. 4.4a), methanol shows two desorption peaks at about 270 K and 320 K. At 320 K 

formaldehyde also desorbs, which is clearly not a cracking product of methanol but a true 

reaction product. (In the gas phase spectrum of methanol the mass m = 30 is only about 10% of 

mass m = 32). A small hydrogen desorption peak at about 340 K is also observed, whereas the 

small m = 2 peak at 270 K is the cracking product of methanol. No significant water and carbon 

dioxide desorption can be observed.  

The desorption spectra after exposing a 0.25 ML oxygen covered Cu(110) surface (stripe phase) 

to methanol are depicted in Fig. 4.4b. In this case three methanol peaks can be observed, at 240 

K, at 270 K and at 340 K. The largest signal in the multiplexed mass spectrum is formaldehyde at 

340 K. The broad m = 30 peak around 250 K is partially the cracking product of methanol. In 

addition to hydrogen at 345 K, in the case of the oxygen covered copper surface also desorption 

of water around 250 K and of carbon dioxide at 440 K can be observed.  
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Fig. 4.4a, b, c: Thermal desorption spectra for different reaction products after dosing (a) 

clean Cu(110), (b) Cu(110)+ 0.25 ML oxygen and (c) Cu (110)+ 0.5 ML oxygen covered 

surface with 12 L methanol at 190 K. 

On the oxygen saturated Cu(110) surface (0.5 ML) the amount of adsorbed methanol is  

decreased again. Most of the methanol desorbs around 250 K, whereas the desorption peak at 330 

K is quite small. The amount of desorbed formaldehyde is also quite small and the desorption 

peak shows a tail up to 370 K. No significant quantities of hydrogen, water and carbon dioxide 

can be seen in the spectra. 

In addition we have performed equivalent measurements for larger methanol exposures to 

differentiate between the kinetics (sticking coefficient) and the energetics (saturation coverage). 

The data for 50 L methanol exposure are shown in Fig. 4.5a,b,c. The most interesting finding is 

that the desorption spectra after methanol exposure on the clean copper surface (Fig. 4.5a) are 

quite similar to that obtained from the 0.25 ML oxygen covered surface (Fig. 4.5b). This tells us 

that after this extended methanol exposure apparently oxygen has accumulated on the surface. 

We will address this point in more detail in the discussion section. A comparison between the 12 

L and 50 L exposure on the 0.25 ML oxygen covered surface shows that all corresponding 

spectra are already qualitatively similar, but in the latter case all signals are larger by about a 

factor of 1.5. This is most probably an experimental artefact, caused by the decreased pumping 

speed for all the species after this high methanol exposure of 50 L. A similar argumentation can 

be made by comparing the desorption spectra after 12 L and 50 L methanol exposure on the 0.5 



   
        

54 
 

ML oxygen covered surface. In other words, on the 0.25 ML and 0.5 ML oxygen covered surface 

saturation of methanol exists already at or below 12 L exposure. 

 

Fig. 4.5a,b,c: Thermal desorption spectra for different reaction products after dosing (a) 

clean Cu(110), (b) Cu(110)+ 0.25 ML oxygen and (c) Cu (110)+ 0.5 ML oxygen covered 

surface with 50 L methanol at 190 K. 

For the special case of the Cu-CuO stripe phase we have also performed systematic desorption 

studies as a function of exposure in the low coverage regime, to obtain further information on the 

adsorption and desorption kinetics. In Fig. 4.6a,b,c sets of desorption spectra for methanol, 

formaldehyde and hydrogen are shown. In this particular case the adsorption temperature of 220 

K was slightly higher than in the previous case due to experimental reasons, therefore the 

intensity of the low temperature part of the methanol spectra in Fig. 4.6a is somewhat reduced. 

However, this does not influence the main features in the spectra. The low temperature peak 

maxima for methanol decrease with increasing coverage and the FWHM is quite broad (30 K). 

On the other hand the methanol desorption peak around 350 K shifts to higher temperature with 

increasing coverage and the FWHM is extremely small (10 K). A similar feature is observed for 

the desorption spectra of hydrogen and formaldehyde: Peaks shifting to higher temperature with 

increasing coverage and a FWHM of less than 10 K.  
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Fig. 4.6a,b,c: Thermal desorption spectra for (a) methanol, (b) formaldehyde and (c) 

hydrogen as a function of methanol exposure on Cu(110)+0.25 ML oxygen (stripe phase) at 

220 K. The methanol exposures are 0.0, 0.15, 0.3, 0.45, 0.9, 1.5 and 3.0 L, respectively. 

Comparing the methanol desorption peaks in the low temperature regime (200 K -300 K) for the 

three different oxygen pre-covered Cu(110) surfaces (Fig. 4.4a,b,c) one can observe some clear 

differences. There are actually two desorption peaks in this temperature regime, at 230 K and 270 

K, which are well resolved and of similar height for the stripe phase surface. On the clean surface 

only the high temperature peak (270 K) is pronounced, whereas on the oxygen saturated surface 

the low temperature peak (T = 230 K) is dominant. Therefore we can correlate the desorption 

peak at 270 K to desorption from the clean parts of the Cu(110) surface, whereas desorption 

around 230 K originates from the Cu(110)(2x1) oxygen covered parts of the surface. Additional 

information can be obtained from the accompanied water desorption peaks in this temperature 

regime (Fig. 4.5). While in the temperature range of 270 K only little water desorbs, in the range 

of 230 K relatively more water desorption accompanies the methanol desorption. Although there 

exist conflicting statements in the literature concerning the state of methanol on the copper 

surface at 200 K, the majority of investigations indicate that methanol is already dissociated into 

methoxy and hydrogen at this temperature. In the case of adsorbed oxygen part of the separated 

hydrogen will form stable hydroxyl species on the surface. Therefore, the methanol peak at 230 K 

can be assigned to recombination of methoxy and hydrogen and at the same time recombination 

of hydrogen and hydroxyl to water takes place. The fact that both species desorb in a parallel 

fashion indicates that the rate limiting step for these processes is the diffusion of hydrogen to the 
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reactants. If no (or only little) oxygen is on the surface the recombinative desorption of methanol 

takes place at higher temperature (270 K) and no (or very little) water desorption can be 

observed. The higher desorption temperature for methanol may be either due to a lower diffusion 

probability for hydrogen or to a higher binding energy of methoxy on the clean surface. 

Comparing the methanol and water desorption spectra in the same temperature regime after high 

methanol exposure of 50 L reveals further interesting results (Fig. 4.5). For the initially clean 

surface the methanol desorption peak at 270 K is still the most prominent, but in this case also a 

significant peak around 230 K shows up, which we have attributed to desorption from oxygen 

covered regions. Indeed, also water desorbs in this region. We therefore have to assume that 

during extended methanol exposure also some C-O bond breaking, in addition to the O-H bond 

breaking already takes place. This bond breaking might take place at steps or other defects on the 

surface. One could speculate that coadsorbed oxygen or water is responsible for this result. But as 

already mentioned in the experimental section our methanol gas phase is very clean. The 

strongest evidence for some C-O bond breaking, however, comes from Auger electron 

spectroscopy which showed some carbon remaining on the surface after the desorption process. 

One interesting additional feature can be observed in the desorption trace for mass 30. We have 

so far assumed that the traces for m = 30 in the temperature range of 200 K – 300 K are 

qualitatively due to methanol cracking in the QMS. However, from the different height ratios for 

the double peaks of m = 30 and m = 32 in Fig. 4.6a we have to conclude that at least some of the 

m = 30 signal at around 240 K is actually due to desorbing formaldehyde. Indeed, formaldehyde 

adsorption/desorption studies on clean and oxygen covered Cu(110) by Sexton at al. [92] have 

shown that formaldehyde desorbs around 230 K. High resolution XPS studies by Steinrück et al. 

[87] also indicated the existence of some amount of formaldehyde after methanol adsorption on a 

clean copper surface at 100 K and subsequent heating to 220 K. 

The common feature for the desorption peaks appearing in the temperature range of 340 K is 

their extremely narrow shape. The full width at half maximum (FWHM) for the methanol, 

formaldehyde and hydrogen peaks is about 10 K. “Normal” FWMH´s for recombinative 

desorption peaks in this temperature range are between 50 K and 70 K. Formally, the desorption 

peaks become narrower in case of attractive lateral interactions in the adsorbed layer. In this case 

the peak maxima should also shift to higher temperature with increasing coverage. This is exactly 
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the case for these species as one can see in Fig. 4.6a,b,c. Both, the methanol and formaldehyde, 

desorb exactly at the same temperature. The hydrogen spectra are slightly but clearly shifted to 

higher temperature with respect to the former species by about 10 K. Desorption of these three 

species therefore proceed in a concerted manner: For the more strongly adsorbed methoxy 

species, which remained on the surface after the reaction processes in the low temperature 

regime, the C-H bonds start to break. This leads to the reaction limited immediate desorption of 

formaldehyde around 340 K, since adsorbed formaldehyde on Cu(110) would already desorb at 

220 K [92]. Some of the separated hydrogen can recombine with the methoxy species which also 

leads to immediate methanol desorption since adsorbed intact methanol also would already 

desorb far below 300 K. The remaining hydrogen on the surface can finally recombine to 

molecular hydrogen. This process is to some extent desorption limited since the desorption 

temperature for pure hydrogen recombination on clean Cu(110) is also in the same temperature 

range around 325 K [93]. However, comparing the shifted peaks in Fig. 4.6c with the non shifting 

desorption peaks for pure hydrogen recombination from Cu(110) [93], reveals again that 

hydrogen desorption is also mainly reaction limited in this case. The narrow shape of the 

desorption spectra can also be caused by an unusual pre-exponential factor for the desorption 

process, as sometimes observed when desorption goes along with a phase transition [94,95]. 

However, it is far beyond the scope of this work to analyse in detail the desorption kinetics in 

terms of desorption energy and prefactor for this complicated reaction process. 

4.4. Methanol adsorption at around room temperature 

As we have shown before the CO2 desorption stems from a formate species on the surface. 

However, in this case also hydrogen desorption should be seen in the temperature region where 

CO2 desorbs.  In order to enhance this formate formation, methanol was dosed at 270 K on 

Cu(110)+0.25 ML oxygen stripe surface and a TDS experiment was done from 270 K to 500 K.  
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Fig. 4.7: (a) TDS obtained after adsorption of 5 L methanol at 270 K on oxygen precovered 

(0.25 ML) Cu(110). (b)TDS obtained after adsorption of 5 L methanol at 270 K on oxygen 

precovered (0.25 ML) Cu(110). In the latter case after the adsorption a waiting period of 1 

hour at 270 K was used before desorption. The heating rate was 2 Ks-1.  

Fig. 4.7a shows that the subsequent TDS experiment reduces the amount of formaldehyde 

desorbing, while the amount of CO2 desorption hardly changes. This indicates that the 

intermediate leading to CO2 formation is stabilized by this experiment. In Fig. 4.7b the same 

experiment was done, but there was a waiting period of 1 hour at 270 K in UHV between 

methanol adsorption at 270 K and the TDS experiment. In this case the formaldehyde desorption 

is further suppressed and the amount of CO2 formed increased slightly. In addition, one could 

detect a small hydrogen peak and some water desorption in the temperature range of the CO2 

desorption peak. These points will be discussed in more detail by using reflection absorption infra 

red spectroscopy (RAIRS) tool in section 4.6. 

4.5. Angular distribution of the reaction products 

As outlined in the experimental paragraph we have carried out angular distribution measurements 

of desorption species by shifting the sample in front of the QMS. In Fig. 4.8a,b the integrated and 

background subtracted peak areas for the relevant reaction products after adsorption of 50 L 

methanol on the initially clean Cu(110) surface are plotted for different sample displacements. In 

b) a) *  1 h waiting
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addition, curves obtained from Monte Carlo simulations for the same geometrical arrangement by 

assuming angular distributions in the form of a cosn function are inserted [3].  

The low temperature methanol peak and the water peak, which are both observed around 250 K, 

exhibit a nearly cosine distribution (n = 1). The narrow desorption peaks which appear at 350 K 

show a much more forward focused angular distribution (formaldehyde: n = 3, methanol: n = 5, 

hydrogen: n = 7). The angular distribution for carbon dioxide, which takes place around 450 K, 

can be described by an exponent n = 2. However, from the experimental error bars and according 

to Fig. 2.5, the exponents n are only accurate within about n 1. Furthermore, I would like to 

emphasize that the description of the angular distribution in form of a cosn function is just a fit 

which is frequently used in the literature [23]. 

       

Fig.4.8a,b: Angular desorption distribution of different reaction products after exposing a 

Cu(110) surface to 50 L methanol at 190 K, as measured by sample displacement in Y 

direction (parallel to the Cu[001] direction). The lines are obtained from Monte Carlo 

simulations using different exponents n in the distribution function in form of cosn. 

Comparable angular distribution measurements (Fig. 4.9a,b,c) were performed on the Cu-CuO 

stripe phase. The stripe direction is along the [001] direction of Cu(110), i.e. the vertical (Y) 

direction. The data points have been obtained in the same manner as described above. An oxygen 
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exposure of 3 L was used in this case, which already yields a quite high desorption signal. The 

sample was now displaced both in Y and X direction, in order to observe a possible anisotropy of 

the angular distribution.  

       

 

Figure 4.9.a,b,c: Angular desorption distribution of different reaction products after 

exposing the Cu-CuO stripe phase surface to 3 L methanol at 190 K, as measured by sample 

displacement in X direction (parallel to the [110] direction) and Y direction (parallel to the 

Cu[001] direction). The smooth lines for the Y direction are obtained from Monte Carlo 

simulations using different exponents n in the distribution function in form of cosn. The 

data points for the X direction are connected to guide the eye. 
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We will just focus on the angular distribution for the species showing the narrow desorption peak 

around 350 K. Whereas for the Y direction the change of the signal with sample displacement 

corresponds roughly to a cos9-11 distribution, for the X direction a bimodal distribution seems to 

exist. In this case we have just connected the measured data points by lines to guide the eye. In 

this context we note that the data points are averages from several experimental sets. There exist 

still quite large error bars mainly due to the difficulties in preparing exactly the same oxygen 

coverage for the stripe phase. Please have in mind that for each data point the sample had to be 

cleaned and a fresh stripe phase with 0.25 ML oxygen had to be prepared always prior to 

methanol adsorption.  

The angular distribution measurements on the reaction products (Fig. 4.8a,b) corroborate the 

peculiar features of the individual desorption peaks. Desorption of methanol and water in the low 

temperature regime (200 K – 300 K) from the initially clean surface exhibit a close to cosine 

distribution. The coverage dependence of the corresponding desorption peaks (shift to lower 

temperature with increasing coverage) and the FWHM of about 30 K show a quite “normal” 

behaviour for simple recombinative desorption. The three species which desorb around 350 K 

with the very small FWHM of 10 K and which exhibit peaks shifting to higher temperature with 

increasing coverage, show a much stronger forward focused angular desorption distribution. 

Formaldehyde desorbs with cos3, methanol with cos5 and hydrogen even with cos7. Such 

behaviour could be interpreted as being due to recombinative desorption via an activation barrier 

which involves an activation barrier for adsorption. That means, the energy level for the 

transition state of recombination is above the zero energy level for the free reaction product [96]. 

Such scenarios have been investigated experimentally and theoretically in detail for simple 

systems, like hydrogen on copper, etc. [93,97]. 

However, in our particular case this scenario seems to be too simple because several processes 

take place nearly simultaneously: At a surface temperature of about 300 K, after the first 

desorption peak of methanol and water has occurred, still some methoxy species are on the 

surface. Further temperature increase finally leads to C-H bond breaking at around 350 K. This 

leads to immediate desorption of formaldehyde and by recombination of the separated hydrogen 

with methoxy to methanol and/or to recombinative hydrogen desorption. Recent DFT 

calculations by Gross et al. [106] have shown that a high activation barrier of 1.6 eV exists in 

order to break the C-H bond of the methoxy species next to an adsorbed hydrogen atom, which 
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then leads to a desorbing formaldehyde molecule, leaving two hydrogen atoms on the surface. 

The energy of the produced formaldehyde molecule is still 1.2 eV above the zero energy level. 

This excessive energy leads inherently to a hyperthermal desorption flux and to a forward 

focused angular desorption distribution. We assume that part of this excess energy is also 

channelled into the other reaction products, namely methanol and hydrogen, which therefore also 

leads to a forward focused angular desorption distribution. 

On the 0.25 ML oxygen covered Cu(110) surface the angular distributions of the reaction 

products show some distinct features (Fig. 4.9a,b,c). In this case the well defined stripe phase was 

prepared and a methanol exposure of 3 L was sufficient to obtain a high coverage. There is a 

clear difference in the angular distribution in X and Y direction. Whereas along the stripes (Y 

direction) the angular distribution shows a smooth change, equivalent to a distribution function of 

about cos9-11, in X direction a good fit with a cosn function is not possible. The signal change 

with sample displacement in X direction shows rather a bimodal function, with a second signal 

maximum around 6-7 mm sample shift. This can be correlated with an additional angular 

distribution peaked around 20° off normal. This is a strong indication that some of the 

reaction/desorption proceeds at the border line between the CuO and Cu stripes, where the 

reaction products desorb inclined with respect to the sample surface normal. This result is not in 

contradiction with the observed shrinking of the (2x1) stripes in the [001] direction according to 

STM studies by Bowker et al. [82]. The removal of the oxygen from the stripe phase during 

thermal desorption takes place mainly in form of CO2 desorption at 440 K, which shows a rather 

broad desorption distribution (n = 2). This has been checked by AES and LEED as a function of 

temperature.  

4.6. RAIRS studies of methanol on clean Cu(110) and on Cu(110)- oxygen 

stripe phase 

The interaction of methanol on Cu(110) and on the oxygen stripe phase on Cu(110) has also been 

investigated using reflection absorption infra red spectroscopy (RAIRS), in addition to thermal 

desorption spectroscopy (TDS). These systems have been investigated with several surface 

analytical tool in the past, as we have mentioned in Section 4.1. However, to the best of our 

knowledge only reference [92] performed vibrational spectroscopy on this surface. On the 
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Cu(100) surface more studies using reflection absorption infra red spectroscopy (RAIRS) have 

been published [98, 99, 100]. While most of the assigned frequencies are similar on Cu(110) and 

on Cu(100), there is a rather large difference in the -CO frequency of methoxy between the two 

surfaces (980 cm-1 on Cu(100) [98] and 1020 cm-1 on Cu(110) [92]). 

RAIRS measurements were done using a Bruker IFS66v/S FTIR spectrometer and an external 

liquid N2 cooled MCT detector attached to the same UHV system, as described earlier [101]. A 

grazing incidence angle of about 83° and a scan time of 15 min were used with a resolution of 4 

cm-1. 

4.6.1. Adsorption of methanol on clean Cu(110) surface 

As presented in Fig 4.5.a, methanol can adsorb on an initially clean Cu(110) surface using large 

exposure (about higher than 50 L) where TDS shows similar results with preadsorbed oxygen. In 

Fig. 4.10, RAIRS spectra are taken after methanol is exposed on the clean Cu(110) surface at two 

different temperatures 100 K and 200 K. 

For the exposure of 10 L methanol at 100 K (lower curve in Fig 4.10), from TDS experiments it 

is known that a multilayer peak of methanol appears. The vibrational feature at 1050 cm-1 stems 

from the -CO stretching vibration of the methanol molecule and the two peaks at 2948 and 2832 

cm-1 are the symmetric and asymmetric stretching vibrations of the CH3 group, which was also 

assigned in the past [92]. 
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Fig.4.10. IR spectra of methanol after adsorption of 10 L methanol at 100 K and 200 K on 

Cu(110). 

The peaks at 1120 and 1450 cm-1 have been reported to belong to the methyl rocking and methyl 

bending vibrations, respectively. The upper curve was obtained after 10 L methanol adsorption at 

200 K. This leads to a submonolayer of methanol on the Cu(110) surface, since the sticking 

coefficient at this temperature is very small. One can again see the -CO frequency, which is 

shifted down to 1042 cm-1 and the -CH3 frequencies are at the same positions as in the 

multilayer. The -CO vibration of methanol is in the same frequency range on Cu(110) as on 

Rh(111) and Pd(111) [ 102]. 

According to detailed DFT calculations, carried out by I. Bako [4], an adsorbed methoxy on a 

Cu(110) surface is energetically more favorable when it sits on a short bridge site (A and B), 

compared to the long bridge site (A1 and B1) of clean Cu(110) surface (Fig.4.11). Another 

observation in this calculation is that the C-H bonds of the CH3 group are rather parallel to the 

surface in case of methoxy. More details about the calculation are given in reference [4]. 

1120 
1450 
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Fig.4.11. The four stable geometries of the methoxy species on Cu(110). A1 is methoxy on 

the long bridge site perpendicular to the surface, A is methoxy on the short bridge site 

perpendicular to the surface, B1 is methoxy on the long bridge site tilted to the surface and B 

is methoxy on the short bridge site tilted to the surface. Cu atoms are blue, carbon is green, 

oxygen red and hydrogen light grey [4].  

4.6.2. Adsorption of methanol on Cu(110)-0.25 ML oxygen stripe phase 

When oxygen is preadsorbed on the Cu(110) surface before methanol adsorption a much higher 

sticking coefficient for methanol is found [3,5]. This has been interpreted in terms of a much 

faster methoxy formation by a proton transfer from methanol to coadsorbed oxygen. However, 

when one compares the RAIRS spectra of methanol on Cu(110) in Fig. 4.10 to methanol on 

oxygen precovered Cu(110) in Fig. 4.12 one can clearly see that the -CO vibrations are the same 

in both cases, suggesting that the methanol on the oxygen covered Cu(110) surface does not react 

immediately to methoxy at the adsorption temperature. After adsorption at 100 K, which leads to 

a methanol multilayer, the RAIR spectra are the same on both surfaces. However, at an 

adsorption temperature of 200 K (meaning in the monolayer regime) there is a slight difference, 

as the CH3 frequencies at 2830 cm-1 and 2948 cm-1 are much less intense on the oxygen 

precovered surface compared to the clean Cu(110) surface. 

A1 

B1 

A 

B 
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Fig. 4.12. IR spectra of methanol after adsorption of 12 L methanol at 100 K and 200 K on 

0.25 monolayer oxygen on Cu(110). The positions of the CO and CH vibrations are given in 

the spectra. 

In order to get more insight into the reactions going on the oxygen precovered copper surface 

experiments were designed to measure IR spectra as a function of surface temperature. After the 

adsorption of methanol on the 0.25 ML oxygen precovered Cu(110) surface at a temperature of 

100 K, IR spectra were recorded in situ during the following thermal desorption experiment with 

a heating rate of 0.1 Ks-1 up to a temperature of 600 K. The measuring time for one spectrum was 

70 seconds corresponding to 390 scan. Hence, every 7 K a new spectrum was recorded. The 

results are shown in Fig.4.13. Due to the adsorption temperature of 100 K one finds a quite large 

-CO peak, which stays constant up to about 125 K, when it starts to decrease rapidly up to about 

175 K. This is due to the desorption of the methanol multilayer (see figure 4.13). With desorption 

of the multilayer the -CO signal shifts from about 1050 cm-1 to 1040 cm-1 (compare to figure 

4.10). The -CO signal of the methanol monolayer seems to be constant from 175 K up to about 

275 K (see figure 4.13). However, one has to keep in mind that methoxy on the short bridge site 

has the same -CO as methanol. This fact together with the decrease of the CH3 frequencies 

shown in figure 4.13, suggests that in this temperature region the reaction starts by methoxy 

formation from methanol. In addition, at about 210 K a shoulder appears in the IR at  

0.25 ML O, 12 L CH3OH, 200 K
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approximately 1020 cm-1 (see figure 4.13). This vibrational feature can be attributed to methoxy 

bound on the long bridge site according to the DFT results in [4]. 

 

Fig.4.13. IR-peak intensities as a function of temperature from temperature programmed 

RAIRS experiments obtained with a heating rate of 0.1 Ks-1 after the adsorption of 12 L 

methanol at 100 K on oxygen precovered Cu(110). The intensities of the -CO frequency of 

methanol and methoxy (squares) and the vibrational features at 1020 (stars) and 1098 cm-1 

(triangles) are shown as a function of the surface temperature.  

The ν-CO signal of both methoxy species in the IR decreases and it disappears around 330 K 

with increasing surface temperature (Fig.4.13). At temperatures above 350 K a new vibrational 

feature at about 1098 cm-1 is found, which shows a constant small intensity up to about 430 K 

and then decreases again till it also disappears at about 450 K. The end of the methoxy signal in 

the RAIRS experiments (330 K) is at lower temperatures than the end of the thermal desorption 

of methanol and formaldehyde presented in Fig.4.4b (360 K). This difference is due to the two 

different heating rates (2 Ks-1 in TDS and 0.1 Ks-1 in the temperature programmed RAIRS 

experiments). One can see that the vibration at 1098 cm-1 seen in figure 4.13 is found in the 

temperature region after the formaldehyde desorption is finished (compare with Fig.4.4b). 

Therefore, it is unlikely that this vibration is due to formaldehyde. According to DFT calculations 
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the CO stretching vibration of formaldehyde would be around 1311 cm-1 [4], but we do not see a 

vibrational feature in this wavenumber range in our experiments. From comparison with the TPD 

data and the literature it would be more likely that the vibration at 1098 cm-1 is associated with a 

formate group as CO2 desorption has been attributed to come from formate on the surface.  

4.7 Adsorption of methanol on Cu(110) and Cu(110)-(2×1) O stripe phase 

studied by RDS 

In this section, we present a real time reflectance difference spectroscopy (RDS) study of the 

adsorption and reaction of methanol on the clean Cu(110) surface and the Cu-CuO stripe phase 

composed of alternating Cu(110) and Cu(110)-(2×1)O stripes. 

4.7.1. The Cu-CuO stripe phase investigated by RDS 

A highly periodic arrangement of alternating Cu and CuO stripes has been shown in Fig.4.3. The 

STM image in Fig.4.3 corresponds to the case of half monolayer saturation θ0=0.25. In the well 

ordered stripe phase the Cu and CuO stripes are separated by straight monatomic step edges 

running along the [0 0 1] direction.  

Fig.4.14a shows the RDS spectrum recorded from the Cu(110)–(2×1) O surface, obtained after 

oxygen adsorption at room temperature followed by annealing to 500 K. In this case, all the 

oxygen adsorbates are dissociated and chemisorbed, additionally, the Cu(110) surface is 

reconstructed. Reflectance difference spectra recorded at 200 K from the well ordered Cu–CuO 

stripe phase with oxygen coverages θ0 between 0 ML and 0.5 ML are plotted in Fig.4.14a. A 

pronounced peak at 2.1 eV can be clearly seen in the spectrum of the bare Cu(1 1 0) surface. This 

peak is attributed to three different contributions, namely optical transitions between surface 

states, surface modified bulk interband transitions and intraband transitions [103,104]. Among 

these, the surface state contribution is the dominant one and is extremely sensitive to the presence 

of surface defects and adsorbates [36]. Indeed, when the Cu–CuO stripe phase is formed after 

adsorption of oxygen, the RD signal at 2.1 eV decreases monotonously with increasing oxygen 

coverage θ0. Plotting the RD intensity at 2.1 eV as a function of θ0 determined by Auger electron 

spectroscopy (AES), one can see from Fig.4.14b that the RD signal decreases linearly with θ0. 
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Fig.4.14. (a) Real part of RD spectra recorded from the Cu–CuO stripe phase for different 

oxygen coverages θO. (b) RD signal at 2.1 eV (filled circles) as a function of θO with a linear 

fit to the data (solid line). All measurements were performed at 200 K. The oxygen coverage 

θO was determined by Auger electron spectroscopy. 

4.7.2. A real-time measurement of methanol adsorption  

It is known from previous RDS measurements on Cu(110) that the optical anisotropy feature at 

2.1 eV, which stems from the anisotropy of the surface state transition  at the Y point of the 

Brillouin zone,  is very sensitive to gas adsorption [5,105]. A real time measurement has been 

a) 

b) 
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performed to methanol adsorption on the Cu(110)–(2×1) O surface which is shown in Fig.4.15. 

The RD signal at 2.1 eV is recorded with a sampling time of 1 s during methanol exposure. The 

sample temperature was kept at 200 K during methanol exposure. For a clean sample surface, the 

RD signal at 2.1 eV decreases only very slowly and saturates at a total methanol dose of 50 L 

(inset in Fig. 4.15). This can be attributed to a very small sticking coefficient for methanol on the 

clean Cu(110) surface. However, it is evident from Fig. 4.15 that the sticking coefficient of 

methanol on the Cu-CuO stripe phase is about two orders of magnitude larger than on the bare 

Cu(110) surface.  

 

Fig.4.15. RD signal at 2.1 eV recorded during methanol adsorption at 200 K on the clean 

Cu(110) surface (θO = 0) and on the Cu-CuO stripe phase with different oxygen precoverages 

of θO. The saturation of methanol exposure for each measurement is marked by the vertical 

lines. The inset shows the same curves displayed over a larger exposure range. 
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This result clearly evidences the promotor effect of oxygen on the Cu(110) surface reported 

previously [106]. Besides, the saturation exposure of methanol (Msat), which is determined by the 

exposure where the RD signal of 2.1 eV becomes saturated, depends strongly but not 

monotonically on the initial oxygen coverage of the Cu-CuO stripe phase. Furthermore, the 

maximum coverage of adsorbed methanol is estimated to occur for an oxygen precoverage 

around θO=0.14. 

Finally, on an oxygen precoverage of θO =0.5 corresponding to the fully oxygen covered 

Cu(110)-(2×1)O surface, the surface becomes fully inert and no change of the RD signal can be 

detected even after a methanol exposure of 30 L at 200K (inset in Fig. 4.15). This observation 

fully agrees with the previous methanol adsorption study [86] where the authors have 

demonstrated that below 330 K the fully saturated Cu(110)-(2×1)O surface is completely 

unreactive. 

4.7.3. Consumption of oxygen upon adsorption/desorption of methanol  

The reaction process of methanol at different stages was studied by RDS as shown in Fig. 4.16. 

The intensity around 2.1 eV for the initial Cu-CuO stripe phase decreases linearly with oxygen 

coverage, θO. After an exposure of 5 L of methanol on the stripe phase at 200 K, the RD signal 

drops further or is completely quenched, depending on the oxygen precoverage. The decrease of 

the RD signal at 2.1 eV upon methanol adsorption indicates a further reduction of the area 

fraction of the bare Cu surface. In fact, it is well known that at 300K upon adsorption on the Cu-

CuO stripe phase, methanol molecules will react with the oxygen atoms, producing methoxy 

molecules which form a (5×2) superstructure on the initially uncovered Cu(110) areas 

[86,107,108]. The reaction can be expressed as: 

2CHଷOH
୥ୟୱ ൅ Oୟୢୱ → 2CHଷO

ୟୢୱ ൅ HଶO
୥ୟୱ                                       ሺ4.1ሻ 

In this study, a weak (5×2) LEED pattern was also observed after 5 L methanol exposure on Cu-

CuO at 200 K which was very unstable and quickly disappeared due to irradiation of the electron 

beam. The model proposed for the (5×2) methoxy formation involves a coverage of 0.4 of the 

methoxy molecules, i.e., each methoxy covers 2.5 unit cells of Cu(110) [107,108]. Therefore, 
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following the reaction stoichiometry in Eq. (4.1), it is clear that two methanol molecules will 

remove one oxygen atom from the (2×1)O stripes on the surface and increase the bare Cu(110) 

area by 2 unit cells. On the other hand, the formed two methoxy molecules are then incorporated 

in the (5×2) phase and decrease the bare Cu(110) area by 5 unit cells. As a result, the total 

amount of the bare Cu(110) surface area should decrease by  
ଵ

ଶ
ሺ5 െ 2ሻ ൌ 1.5 Cu unit cells per 

adsorbed molecule. 

 

Fig.4.16. Different stages of methanol reaction on the Cu-CuO stripe phase with initial 

oxygen coverages, θO of 0.05, 0.14, 0.22, 0.24, 0.41, and 0.5 ML as shown by the RD spectra 

around 2.1 eV. Filled circles: before methanol adsorption; open squares: after 5 L methanol 

exposure; open circles: after heating to 400 K. All spectra were taken at 200 K. 
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However, the decrease of the RD signal at 2.1 eV due to methanol adsorption is more than what 

one would expect from this simple estimate. This is most evident for the stripe phase with 

θO=0.14 (Fig. 4.16b), where the maximum coverage of methoxy that can be formed according to 

Eq. (4.1) is 2θO = 0.28, which is only about 2/3 of the saturation coverage 0.4 of the (5×2) 

methoxy phase. Nevertheless, the RD signal at 2.1 eV in Fig. 4.15 is completely quenched upon 

methanol adsorption. The lower RD signal can be explained by additional disorder on the 

Cu(110) surface, in particular due to the formation of atomic vacancies. Indeed, as reported in 

[86], adding two methoxy molecules not only use one oxygen atom but also require two Cu 

atoms to be integrated into the reconstructed (5×2) methoxy phase. On the other hand, the atomic 

ratio of oxygen and Cu within the Cu(110)-(2×1)O stripes is 1:1. Therefore, the Cu atom released 

from the CuO stripes alone will not be sufficient and an additional Cu atom must be supplied. In 

fact, on the Cu(110) surface, there are two possible ways for Cu adatom generation; an 

evaporation from step edges and an expulsion from flat terraces. Since our experiments were 

carried out at 200 K where the surface diffusivity of Cu adatoms and vacancies is quite small 

[109], the first source can be excluded. Hence, the only possibility is to expel Cu atoms from 

terrace sites during the formation of the methoxy induced (5×2) reconstruction leaving behind 

atomic vacancies on the Cu(110) terraces which do not readily anneal at this low temperature. 

In Fig. 4.16, also the RD spectra are presented after heating the sample up to 400 K. In this case, 

the RD signal is not just recovered but reaches a level which is higher than before methanol 

adsorption. This result clearly shows that the total fraction of the bare Cu areas has increased as 

compared to the situation before methanol adsorption. Indeed, it is well known from studies using 

other surface sensitive methods like temperature-programmed desorption (TPD) [92], 

photoemission (PE), and high resolution X-ray photoelectron spectroscopy (HRXPS), that the 

dominating methanol reaction products desorb at temperatures below 400 K, thus leaving behind 

bare Cu areas. In fact, the total surface fraction of the bare Cu areas should be even larger than 

before adsorption because part of the oxygen initially incorporated in the CuO stripes has been 

removed by the reaction with methanol according to Eq. (4.1). In this case, after desorption of the 

methanol products, the remaining oxygen reorganizes into a well ordered CuO stripe phase but 

with reduced oxygen coverage. The total amount of oxygen that has been consumed in the 

reaction process can be precisely determined by taking the differences between before methanol 

adsorption and after desorption. 
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Fig. 4.17 Amount of oxygen consumed during adsorption, reaction and desorption of 

methanol θOC (open circles) as a function of the initial oxygen coverage θO and saturation of 

methanol exposure, Msat (crosses). The dashed line indicates the dependence assuming that all 

methanol is transformed into methoxy and water according to Eq. 4.1. 

The Msat (the saturation of methanol exposure; determined from Fig. 4.15) and the θOC (the 

consumption of oxygen during methanol oxidation as deduced from Fig. 4.16) are compiled in 

Fig.4.17. Both Msat  and θOC show the same dependence on the precoverage of oxygen θO: first 

Msat and θOC increase linearly with the initial oxygen coverage of the stripe phase reaching a 

maximum around θO = 0.2 ML and then decrease for large values of θO. Furthermore, the oxygen 

consumed during methanol oxidation is directly proportional to the saturation exposure of 

methanol Msat. This observation indicates that the rate of methanol oxidation is constant under the 

current experimental conditions. According to Fig. 4.17, it can be calculated that in order to react 

away one oxygen atom from the surface, roughly 2.70 methanol molecules are required. This 

number is rather close to the value of 2 expected from Eq.4.1. Together with the fact that the 

reaction rate is independent on the surface morphology, this suggests that the sticking coefficient 

of methanol on the Cu(110)-(2×1)O stripe phase at 200 K is close to unity. Being aware that the 

sticking coefficient of methanol on both bare Cu(110) and Cu(110)-(2×1)O under the same 

condition is almost zero, we can speculate that the diffusion barriers for methanol on both bare 
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Cu(110) and (2×1)O stripes should be very low so that the molecules can reach the reaction sites 

during their limited lifetime on the surface, The product of the reaction, i.e., the methoxy species 

should also be very mobile on Cu(110) at this temperature to leave the reaction site active for the 

upcoming methanol. This high mobility of the methoxy molecules also ensures the formation of a 

well ordered (5×2) methoxy structure at this temperature. The dashed lines in Fig. 4.17 

correspond to the theoretical prediction based on the following three assumptions: (a) the 

adsorption process exactly follows the reaction stoichiometry described by Eq. (4.1) and (b) 

methoxy forms a (5×2) superstructure with a local coverage of 0.4 and (c) completely desorbs at 

temperatures below 400 K. Assumption (c) is rationalized by the fact that upon heating, the 

majority of the adsorbed methoxy is known to decompose to formaldehyde and atomic hydrogen 

according to: 

CHଷOH
ୟୢୱ → CHଶO

୥ୟୱ ൅ Hୟୢୱ                                                                  ሺ4.2ሻ 

In Eq.4.2, adsorbed hydrogen may either react with the adsorbed methoxy to form methanol or 

combine to molecular hydrogen where the formaldehyde, methanol and molecular hydrogen 

readily desorb upon their formation at around 350K [3,86]. As can be seen from Fig. 4.17, for 

this idealized situation, the maximum of the oxygen consumption should occur at θO = 0.2. 

Below this coverage, the reaction is limited by the supply of oxygen atoms, whereas above this 

coverage it is limited by the availability of adsorption sites (clean Cu areas) for the methoxy 

molecules [86]. The measured oxygen consumption is smaller than expected from this model. 

The deviation of the experimental data points from the model prediction could be explained by: 

(a) residual disorder on the Cu(110) areas after heating to 400 K and a correspondingly lower RD 

signal; (b) the fact that the (5×2) methoxy structure is not perfectly ordered and has a lower 

density than the nominal value of 0.4; (c) the oxygen removal according to Eq. 4.1 is not 

complete at 200 K, i.e., instead of forming H2O which desorbs immediately, some of the H atoms 

created upon dissociation of methanol to methoxy may attach to the oxygen atoms on the CuO 

stripes forming OH groups which remain on the surface. The formation of stable hydroxyl groups 

at the [001] ends of CuO islands was also suggested in Ref. [86]. On the other hand, one should 

be aware that the reaction is more complicated than assumed in the simple model above. Besides 

the formation of methoxy and formaldehyde another reaction may occur, namely, from methanol 

to formate according to: 
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CHଷO
ୟୢ ൅ Oୟୢୱ → HCOOୟୢୱ ൅ 2Hୟୢୱ                                                                  ሺ4.3ሻ 

A formate intermediate formation (HCOO) has been formulated in HRXPS and other studies 

[108]. This reaction obviously does not show the removal of oxygen from the surface via the 

water formation and desorption. Furthermore, as a consequence of formate formation and further 

dissociation, CO2 desorption at around 450 K is reported (3,87). Noting that the thermal 

annealing in the current study was always terminated at 400 K, i.e., below the CO2 desorption 

temperature, the oxygen consumption determined in this study and reported in Fig. 4.17 may 

indeed be underestimated. 

4.7.4. Methanol adsorption at 270 K studied by reflectance difference kinetics 

(RDK)  

The change of the RDS signal at 2.1 eV upon methanol adsorption at 270 K is shown in Fig. 4.18 

for various oxygen pre-coverages on Cu(110. The methanol dosing pressure was 2.6x10-9 Torr. 

As can be seen in Fig. 4.18, pre-adsorbed oxygen can influence the methanol uptake 

considerably. The strongest change of the adsorption kinetics takes place already at an oxygen 

coverage of less than 0.08 ML.  

Although it is known that the change of the RDS signal is not necessarily proportional to the 

adsorbate coverage [36], the initial slope should still be proportional to the initial sticking 

coefficient. In Fig. 4.19 relative initial sticking coefficients for methanol as a function of the 

oxygen pre-coverage on Cu(110) are shown. One can clearly see the steep increase at very low 

oxygen coverage and subsequently a nearly linear decrease of the sticking coefficient. At 

saturation oxygen coverage the initial sticking coefficient is virtually zero. 
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Fig. 4.18: Change of the RD signal at 2.1 eV as a function of the methanol exposure on 

Cu(110), pre-covered with different amounts of oxygen. Adsorption temperature: 270 K, 

Dosing pressure: 2.6x10-9 Torr. The oxygen coverage was prepared at 550 K to form the 

stripe phase. 

This sticking behaviour can easily be described by making the following assumptions: i) 

Methanol adsorption proceeds via a strong precursor above the clean copper areas, ii) the sticking 

coefficient at some “active” sites is very high, iii) on the CuO islands the sticking coefficient is 

close to zero, and iv) no precursor state exists on the CuO island surface. The fact that the 

sticking coefficient is so high already at an oxygen coverage of less than 0.08 monolayers is 

indicative of a long precursor lifetime. In the ideal case of a long lived precursor above the clean 

copper areas with a large root mean square (RMS) displacement, the sticking coefficient should 

abruptly increase at the very beginning of oxygen coverage and then linearly decrease as a 

function of oxygen coverage. This linear dependence is quite well fulfilled in Fig. 4.19.  
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Fig. 4.19: Initial sticking coefficient of methanol on Cu(110) as a function of the 

oxygen pre-coverage, as obtained from the initial slopes in Fig 4.18. 

A comparison of the RDS signal at 2.1 eV change caused by the methanol uptake curve at 200 K 

and 270 K on a clean and a Cu(110)-0.25 ML oxygen stripe  phase is shown in Fig. 4.20a,b. On 

the stripe phase surface (Fig. 4.20b) the initial sticking coefficient (initial slope) for MeOH at 200 

K is larger than that at 270 K. On the other hand, on the clean copper surface (Fig. 4.18), where 

the sticking coefficient is of course much smaller than on the stripe phase copper surface (see Fig. 

4.18) this behaviour is reversed. This can be explained quite well with the model of a precursor 

assisted adsorption kinetics. The RMS displacement of methanol in the precursor state, which 

depends on the activation barrier for diffusion, increases with increasing surface temperature, 

whereas the life time in the precursor, which depends on the desorption energy, decreases. On the 

clean surface, where it is difficult to find an active site for adsorption, the RMS displacement 

plays the dominant role, which is larger at higher surface temperature. On the 0.25 ML stripe 

phase surface, where a high number of preferable adsorption sites exist, the lifetime is the 

important parameter, which is longer at lower surface temperature. 
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Fig. 4.20: Change of the RDS signal at 2.1 eV as a function of methanol exposure, (a) on the 

clean Cu(110) surface and (b) on the Cu(110)-0.25 ML oxygen covered stripe phase surface 

for adsorption temperatures of 200 K and 270 K, respectively. 

In Fig. 4.21 we show a typical 2.1 eV RDS signal change as a function of the methanol exposure 

for various amounts of oxygen in the stripe phase covered surface at 270 K. In addition to 

Fig.4.18, in this figure the change of the RDS signal as a function of the waiting time (1 hour) 

after methanol exposure is also shown. Note that such an experimental situation was also 

measured by TDS as presented in Fig.4.7b. 

After stopping the methanol exposure, the RD signal at 2.1 eV starts to recover indicating an 

increase of the bare Cu area on substrate. This observation suggests that the adsorbates gradually 

desorb from the surface leaving behind a growing fraction of uncovered Cu(110). While the 

decrease of the 2.1 eV peak is understood for the methanol adsorption, its slow increase with time 

is not clear yet after stopping the methanol exposure. To investigate the composition of the 

desorbing species, a mass analysis with the QMS was performed. To solve this problem the 

sample was switched several times between directly in front of the QMS and moved away from 

QMS during waiting time. When the sample was in front of the QMS, the methanol signal 

increased but the hydrogen signal decreased.  
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Fig.4.21: RDS at 2.1 eV recorded during methanol adsorption and waiting 1 h in 

UHV at 270K on the Cu-CuO stripe phase with different oxygen precoverages ΘO. 

This observation clearly indicates that methanol molecules desorb from the surface, hydrogen 

from the residual gas is consumed during waiting. That means methoxy can take the adsorbed H 

to transform into methanol and does not need the (strongly bound) hydrogen from the OH. 

Furthermore it would mean that due to the relatively large H coverage the branching of methoxy 

into formaldehyde is suppressed. This is in good agreement with our TDS results which were 

previously discussed. 

4.8 Summary and conclusion 

We have investigated the reaction products after methanol dosing of a Cu(110) surface at 190 K 

and 270 K, covered with different amounts of oxygen, by thermal desorption, angle resolved 

thermal desorption spectroscopy, reflection absorption infra red spectroscopy and reflectance 

difference spectroscopy. In particular, we have focused on the Cu-CuO stripe phase with 0.25 

ML of oxygen on Cu(110). A recombinative desorption of methanol and water takes place at 

temperature between 200 K and 300 K, which exhibits a nearly cosine angular desorption 
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distribution. The corresponding thermal desorption spectra posses a FWHM of about 30 K and 

show a peak shift to lower temperature with increasing coverage, as expected for normal 

recombinative desorption. The species methanol, formaldehyde and hydrogen which desorb 

nearly simultaneously at around 350 K, exhibit a very narrow desorption peak (FWHM = 10) and 

the peaks shift to higher temperature with increasing coverage. The corresponding angular 

distributions show a strongly forward focused function. This indicates a more complicated 

desorption process, involving high activation barriers for the C-H bond breaking, as suggested by 

recent theoretical calculations. For the Cu-CuO stripe phase the angular distribution of the 

reaction products at 350 K is clearly anisotropic. The desorption distribution along the stripes 

shows a forward focused distribution, whereas the distribution normal to the stripes shows a 

bimodal shape, indicating inclined desorption at the border lines between the Cu and CuO stripes. 

In addition, in the TDS results one can see that adsorbing 50 L of methanol on oxygen free 

Cu(110) leads to coadsorption of water, which can be incorporated in the methanol rows formed 

on the surface. This coadsorbed water leads to a very similar TPD of this adsorbed layer as 

methanol adsorbed on the oxygen stripe phase. 

RAIRS measurements also show very similar spectra for a monolayer of methanol with and 

without preadsorbed oxygen due to the fact that one cannot distinguish adsorbed methanol and 

methoxy adsorbed on the more stable short bridge site by looking at the ν-CO frequency. 

However, methoxy adsorbed in the long bridge site shows the ν-CO vibration at lower 

wavenumbers and it is found with increasing surface temperature. The formation of carbon 

dioxide during thermal desorption seems to take place via a previously unknown η-formaldehyde 

and OH intermediate on the surface that was detected in temperature programmed RAIRS 

experiments. Complementary TDS experiments indicate that this species can be populated by 

methanol adsorption at elevated temperatures.  

At 200 K, the RDS, as a versatile tool for in-situ monitoring of surface reactions, showed that on 

the clean surface as well as on the fully oxygen saturated surface, the initial sticking coefficient 

of methanol is very low. In contrast the sticking coefficient on the Cu-CuO stripe phase is close 

to unity. Most probably the high mobility of the methanol on the stripe phase and of methoxy on 

clean Cu(110) play a role for the high sticking coefficient. The methanol uptake has a maximum 

at the oxygen precoverage of θo=0.2 ML. At 270 K the sticking coefficient of methanol on the 

well ordered Cu-CuO stripe phase is rather low as compared to 200 K but on the clean surface 
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this behavior is reversed. A precursor assisted adsorption kinetics can best explain this situation. 

The RMS displacement of methanol in the precursor state, which depends on the activation 

barrier for diffusion, increases with increasing surface temperature, whereas the life time in the 

precursor, which depends on the desorption energy, decreases. On the clean surface, where it is 

difficult to find an active site for adsorption, the RMS displacement plays the dominant role, 

which is larger at higher surface temperature. On the 0.25 ML stripe phase surface, where a high 

number of preferable adsorption sites exist, the lifetime is the important parameter, which is 

longer at lower surface temperature. 
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Chapter V 

5. Interaction of molecular and atomic deuterium 

with methanol on Pd(111) 

Palladium is one of the transition metals which may be used as a catalyst material for 

methanol synthesis/decomposition. Palladium and palladium alloys show interesting 

features in catalyzing methanol decomposition.  Methanol plays an important role as 

an intermediate product in chemical industry, but also as a potential future energy 

carrier. The advent of methanol powered fuel cells brought new life into the research 

of the reaction of methanol with metal surfaces. The most important step for the fuel 

cell application is the dehydrogenation of methanol. The dehydrogenation reaction of 

methanol on Pd(111) has been studied in several papers with many different methods 

Nevertheless, it has not been clear whether an opening of the C – O bond in methanol 

is possible. In this chapter we have focused on the interaction of deuterium with 

methanol on the Pd(111)surface. In addition to that we present a detailed description 

on the quantitative determination of the reaction products.  

5.1. Introduction 

The adsorption/desorption of methanol on transition metal surfaces has been the subject of 

numerous investigations, since many modern technologies are based on the dissociation (e.g., 

fuel cells) or the synthesis of methanol (e.g., petrochemical industry) within the last decades 

[6,7,23,111,117,113,115,116]. Palladium is one of the transition metals which may be used as a 

catalyst material for methanol synthesis/decomposition. Palladium is an essential component in 

the field of heterogeneous catalysis due to its special attributes concerning hydrogenation and 

dehydrogenation reactions as relevant for fuel cells.   
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In particular, for the system CH3OH–Pd(111) a comprehensive data set is available. Both a 

number of experimental techniques and a number of theoretical studies have been applied to 

elucidate this adsorption system. One major issue concerns the branching of the adsorbed 

methanol into the individual reaction products. Interestingly, only little quantitative information 

is available on this subject. One of the purpose in this study is to provide a detailed description on 

the quantitative determination of the reaction products based on TDS.  

The mutual interaction between adsorbed methanol and produced hydrogen is of great 

importance. Palladium and palladium alloys show interesting features in catalyzing methanol 

decomposition. Interestingly, however, no systematic study on the fundamental processes of the 

methanol/hydrogen interaction on palladium can be found in the literature, to the best of our 

knowledge. Yet, another reason for our studies is the fact that even under UHV conditions, due to 

the high sticking coefficient of hydrogen, some coadsorption of hydrogen will always exist in 

methanol adsorption studies on palladium. Therefore, we have also focused in this work on the 

interaction of hydrogen (deuterium) with methanol on the Pd(111) surface and its effect on the 

reaction products by using thermal desorption spectroscopy. The influence of both preadsorption 

and postadsorption of molecular deuterium on the adsorption and reaction kinetics of methanol 

has been studied. The main part of this work, however, deals with the interaction of impinging 

deuterium atoms with the methanol adsorbate. 

5.2. Quantitative determination of reaction products for the methanol/Pd(111) 

system 

In order to obtain quantitative data one has to calibrate the desorption spectra, either by 

comparing with a known desorption spectrum [118] or by using other reference points, e.g. 

LEED patterns for the saturation coverage, a quartz microbalance, etc. In principle, the desorbed 

amount can be obtained from TDS if an absolute pressure measurement is available and if the 

effective pumping speed Sp [cm3/s] and the surface area A [cm2] are known: 

      



  2cm

molecules
  / ApdtSKN p              (5.1) 
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with K = 3.3x1016 [molecules/Torr cm3] for a gas at 300 K. In many cases the pumping speed is 

not known with sufficient accuracy. In addition, if the effective pumping speed is very high the 

pressure integral may become too small to be determined with sufficient accuracy. To circumvent 

this problem desorption can be performed with a mass spectrometer in line-of-sight. In this case 

the pumping speed does not play a role, but on the other hand a number of new (and often 

unknown) parameters determine the measured mass spectrometer signal. Nevertheless, we will 

demonstrate in this paper that in-line mass spectrometry can be successfully used to determine 

quantitatively the amount of desorbed particles. The procedure will be applied to evaluate the 

reaction products in TDS after the adsorption of methanol on a clean Pd(111) surface. 

5.2.1 Data evaluation method 

A description of the procedure to quantitatively determine the reaction products (methanol, 

carbon monoxide, hydrogen and water), which desorb after dosing the Pd(111) sample with  a 

saturation of the chemisorption layer of methanol will be presented. First the sensitivity of the 

mass spectrometer for CH3OH, H2, CO and H2O has to be determined. Our mass spectrometer 

yielded the following ion currents IQMS for the individual gases at measured partial pressures pm 

of 4x10-8 Torr: H2: 2.8x10-8 A at m=2, CO: 8.2x10-9 A at m=28, methanol: 2.7x10-9 A at m=32, 

water: 9x10-9 A at m=18. 

The sensitivity cp of the quadrupole mass spectrometer (QMS) is defined as 






Torr

A
   

p

I
c QMS

p                             (5.2) 

The pressure pm as measured by an ion gauge has to be corrected by the relative sensitivity factor 

S for the individual gases (with respect to the nitrogen sensitivity S=1) to obtain the true pressure 

p: 

 Torr    
S

p
p m               (5.3) 

These factors have been determined to 0.42 for hydrogen, 1.1 for carbon monoxide, 1.9 for 

methanol and 0.9 for water in the literature [119]. We would like to emphasise that the ion gauge 



   
        

86 
 

in principle has to be calibrated additionally with an absolute pressure gauge, e.g. a spinning rotor 

gauge, to obtain the absolute sensitivity for nitrogen [118]. This is, however, not a prerequisite 

for these calculations. For our purpose we require the factor cn which correlates the mass 

spectrometer signal with the gas density. 

      
Kp

SI

n

I
c

m

QMSQMS
n 







 


molecule

cmA 3

          (5.4) 

(n=Kp, with K = 3.3x1016 molecules/Torr cm3 for a gas at 300 K) 

 

The following sensitivity factors were obtained:  

cn(H2) = 8.9x10-18 Acm3/H2-molecule 

cn(CO) = 6.8x10-18 Acm3/CO-molecule 

cn(H2O) = 6.1x10-18 Acm3/H2O-molecule 

cn(MeOH) = 3.9x10-18 Acm3/methanol molecule 

As already mentioned before the TDS was performed with the sample in line-of-sight to the mass 

spectrometer, but off-line spectra are additionally needed for the calibration. In case of an in-line 

spectrum, both, molecules entering the ionisation region directly from sample as well as 

molecules having randomised in the vacuum chamber will contribute to the mass spectrometer 

signal. After subtracting the corresponding off-line spectrum we obtain a TDS signal which 

exclusively stems from the directly desorbed molecules. Thus we obtain a signal which is 

proportional to the desorption flux F [molecules/cm2 s] normal to the surface. We have to take 

into account that the mass spectrometer is a gas density detector. The density n [cm-3] depends on 

the flux F and the molecule velocity v [cm/s]: 







3cm

molecules
  

v

F
n                    (5.5) 

The QMS signal I during a TDS can be expressed by n and cn according to Eq. 5.4. However, the 

actual number of molecules n contributing to the QMS signal depends on the flux FA through the 

aperture area AA (0.385 cm2) and the effective volume for ionisation, which is not known. One 

can give a dimensionless geometry factor g = n/n. Then the QMS signal can be written as: 
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v

F
cgncncI A

nnn                 (5.6) 

Then we determine the flux FA though the aperture. It depends on the geometric arrangement and 

on the angular distribution of the desorbing molecules. The solid angle  defined by the aperture 

area and the distance between aperture and sample is  =AA/d2. If the angular desorption 

distribution D() can be described by a function cosn, as usually done in the literature [23], 

then the flux normal to the surface F0 is given by: 

totalF
n

F
2

1
0


          (5.7) 

The flux through the aperture with 50% transparency and for small  then is approximately: 

2
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




             (5.8) 

Finally, the QMS signal can be described by inserting Eq. 5.8 into Eq. 5.6: 

vd

FAngc
I totalAn





24

)1(


               (5.9)  

Time integration of Eq. 5.9 yields the area of the desorption spectrum ATDS [As]: 

vd

dtFAngc
dtIA

totalAn

TDS 


  24

)1(


         (5.10) 

The integral of the total flux vs. time is equal to the total amount of adsorbed particles  

(  dtFN totaltotal ). From a reference spectrum for a specific gas, for which the coverage is 

known (typically the saturation coverage), and the corresponding area of the thermal desorption 

spectrum ATDS one can deduce the unknown geometry factor g: 

totalAn

TDS

NAnc

vdA
g





)1(

4 2
           (5.11) 
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The velocity of the particles needs further consideration in Equ. 5. 11. The mean energy E of a 

Maxwellian flux is 2kT [120]. This is true when desorption proceeds without an activation barrier 

for adsorption. In this case the angular distribution can be described by a cosn function with 

n=1. In case of a non-thermal desorption, e.g for desorption over an activation barrier, where n  

1, and if furthermore normal energy scaling (NES) can be assumed to hold [121], then the mean 

energy of the desorption flux can be given by [93]: 

22

3 2mv
kT

n
E 


         (5.12) 

Using this formula we deduce the vrms, which we use as the representative velocity v  at the 

desorption temperature T for molecules with mass m of the corresponding thermal desorption 

peak: 

m

kTn
v

)3( 


 
                (5.13) 

The saturation thermal desorption spectrum of CO on Pd(111) has been used  for the 

determination of the geometry factor. The in-line and off-line spectra after dosing the Pd(111) 

surface at 140 K with 5.5 L CO are shown in Fig. 5.1a. This exposure was shown to be sufficient 

to saturate the surface. According to the literature the saturation coverage is 0.75 monolayers 

[122,123]. The surface density of the Pd(111) surface is 1.54x1015 atoms/cm2, therefore the total 

number Ntotal of CO molecules contributing to the TDS is 1.16x1015 molecules/cm2. 
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Fig. 5.1a,b: In-line and off-line saturation desorption spectra for (a) CO and (b) H2 after 

dosing a Pd(111) surface to 5.5 L CO and 14 L H2, respectively. Adsorption temperature: 140 

K, heating rate: 2K/s 

The areas of the in-line and off-line TD spectra are 2.67x10-7 A·s and 7.63x10-8 A·s, respectively. 

The net signal ATDS therefore is 1.91x10-7 A·s. The exponent n of the angular distribution is taken 

to be 1, according to the literature [124]. The peak maximum of the CO desorption peak is at 470 

K, which we insert into Eq.5.13 for the determination of the velocity. This yields the velocity v = 

7.45x104 cm/s. Inserting all these quantities into Eq. 5.11 results in a geometry factor g = 85. 

In Fig.5.1b, the same procedure with the saturation of hydrogen on Pd(111) has been applied to 

get more confidence into the evaluation procedure. The areas of the in-line and off-line spectra 

are 1.49x10-7 A·s and 8.48x10-8 A·s, respectively. The saturation coverage is 1 ML [H-atoms/Pd-

atoms] [125], the exponent n of the angular distribution is 1.3 [126], the peak temperature is 310 

K, leading to a mean velocity of 2.35x105 cm/s. From these data we obtain a geometry factor g = 
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90. This is in quite good agreement with the value obtained for CO and we take for the further 

calculations a mean value of g = 87. It is difficult to specify the total error for this value but we 

estimate it to be less than 15%. 

Now the different reaction products after dosing the Pd(111) surface to methanol can be 

calculated by the experimentally obtained geometry factor g.  

 

Fig. 5.2a,b: (a) In-line and (b) off-line desorption spectra for the reaction products methanol, 

CO, H2 and H2O after dosing a Pd(111) surface to 2.6 L methanol. Adsorption temperature: 

140 K, heating rate: 2K/s. 

 



   
        

91 
 

The in-line and off-line multiplexed thermal desorption spectra after dosing 2.6 L methanol at 

140 K are shown in Fig. 5.2a,b, respectively. This is sufficient to saturate the chemisorbed layer, 

as can be seen by the already existing onset of the multilayer desorption peak at 160 K. The 

calculated areas for the in-line spectra are 2.7x10-8 A·s for methanol (chemisorbed peak at 190 K 

only), 6.9x10-8 A·s for hydrogen at around 340 K, 2.25x10-8 A·s for CO at 480 K and 2.7x10-8 

A·s for water at around 180 K. The corresponding off-line signals are 1x10-9 A·s (methanol), 

4.3x10-8 A·s (hydrogen), 6.0x10-9 A·s (carbon monoxide) and 8x10-10 A·s (water), respectively. 

From these data we can calculate the total amount of desorbing species from the equation: 
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and obtain the following result: NMeOH = 1.6x1014 MeOH/cm2, NH2 = 3.5x1014 H2/cm2, NCO = 

1x1014 CO/cm2 and NH2O = 1.3x1014 H2O/cm2. (For the determination of the water and methanol 

content we used an exponent n=1. To the best of our knowledge no literature data are available 

for these quantities). 

These data need some interpretation: Obviously, there is a considerable amount of pre-adsorption 

of water and hydrogen during cooling down the sample to the base temperature of 140 K. But 

also during methanol exposure a slight increase of the water and hydrogen signal in the gas phase 

is observed, due to displacement effects on the chamber walls. It is of course a matter of the 

experimental conditions (pumping speed, history of the vacuum chamber, gas purity) to which 

extent the co-adsorbates influence the methanol coverage, but they can most probably never be 

totally avoided. The possibility that the water desorption signal stems from C-O bond scission 

can be ruled out for the clean Pd(111) surface. No carbon residuals have been observed on the 

surface after desorption. The CO signal can exclusively be attributed to the dehydrogenation of 

methanol. The co-adsorption of CO from the gas phase plays only a negligible role, as checked 

experimentally. Then, as a result of the dehydrogenation of methanol (CH3OH → CO + 2H2), the 

amount of 1x1014 CO/cm2 has to be accompanied by 2x1014 H2/cm2. This means that the 

difference to the experimentally obtained amount of hydrogen (1.5x1014 H2/cm2) has to originate 

from pre-adsorbed hydrogen. We have recently studied the influence of pre-desorbed deuterium 

on Pd(111) on the methanol adsorption and have observed that chemisorption of methanol is 

strongly suppressed by pre-adsorbed deuterium [7]. It is safe to assume that both, the preadsorbed 
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hydrogen as well as the predsorbed water will block available surface sites for methanol 

adsorption. Therefore, the quantitatively observed amount of initially adsorbed methanol of 

2.6x1014 MeOH/cm2 is a lower limit. With respect to the branching of the adsorbed methanol into 

associative methanol desorption and dehydrogenation we obtain a ratio of 62% to 38%, 

respectively. This is close to the branching ratio of 55%:45%, as determined by Davis and 

Barteau [127]. 

5.3. Reaction of molecular and atomic deuterium with methanol on Pd(111)  

One of the important issues in this context concerns the activation of the O-H, C-O and C-H 

bonds involved, which basically determines the intermediate and final products of methanol 

decomposition. The individual reaction routes depend strongly on the type of the metal surface 

(noble metal, transition metal), the geometric surface structure (flat or rough surfaces, surface 

defects), the chemical composition of the surface (impurities, co-adsorbates, surface alloys), as 

well as on the surface temperature and the methanol partial pressure. It is therefore not surprising 

that the specific routes of methanol decomposition on individual metal surfaces are sometimes 

still a matter of controversy.  

Palladium is frequently used as model catalyst material for methanol synthesis/decomposition. It 

is also an essential component in the field of heterogeneous catalysis due to its special attributes 

concerning hydrogenation and dehydrogenation reactions as relevant for fuel cells. Many surface 

science studies have dealt with the methanol/palladium system to provide a detailed 

understanding of the single reaction steps in the methanol decomposition. In particular, for the 

system CH3OH-Pd(111) a comprehensive data set is available. In one of the earliest 

investigations, Gates and Kesmodel [128] used high-resolution electron energy loss spectroscopy 

(HREELS) to elucidate the interaction of methanol with Pd(111). They observed the basic 

features of this system, namely that at 140 K methanol forms a chemisorbed and a physisorbed 

phase. They concluded that chemisorbed methanol is molecularly adsorbed and bonds with the 

oxygen lone pair to palladium and that no methoxy is formed. During sample heating some 

dehydrogenation takes place which finally leads to the desorption of hydrogen and carbon 

monoxide. The influence of oxygen on methanol adsorption was subsequently studied in some 
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detail by Davis and Barteau [129] by applying thermal desorption spectroscopy (TDS). In that 

case additional reaction products of formaldehyde, formate and carbon dioxide showed up. 

The question as to the possibility of breaking the C-O bond of methanol on clean Pd(111) is a 

matter of controversy ever since Winograd et al. [115,113] found the first evidence for this 

process by applying x-ray photoelectron spectroscopy (XPS) and secondary ion mass 

spectrometry (SIMS). However, according to their experiments the C-O dissociation should only 

take place in a very narrow coverage range around 1 monolayer of methanol. Whereas this 

observation has been confirmed by some other groups (Rebholz and Kruse [114], Schennach et 

al. [111]), Guo at al. could not verify this finding by isotopic mixing experiments [116]. 

Theoretical calculations by Zhang and Hu [130] also showed that the activation barrier for the C-

O bond scission is much larger than for the O-H bond scission on the clean surface. One could 

therefore speculate that surface impurities and/or surface defects might be responsible for the C-

O bond activation. In this context XPS and polarization modulated infrared reflection absorption 

spectroscopy (PM-IRAS) experiments in the group of Freund [110] did not reveal a significant 

influence of the surface roughness on the C-O activation, but an influence of the surface 

temperature. With respect to the chemisorbed methanol state it is still not unambiguously clear if 

it is a molecular state or a methoxy state [113,131]. 

In this work we will focus on the interaction of hydrogen (deuterium) with methanol on the 

Pd(111) surface and its effect on the reaction products by using thermal desorption spectroscopy. 

Both, the influence of pre-adsorption and post-adsorption of molecular deuterium on the 

adsorption and reaction kinetics of methanol has been studied. The main part of this work, 

however, deals with the interaction of impinging deuterium atoms with the methanol adsorbate. 

In this case the O-H as well as the C-H bonds can be broken. However, no evidence for 

significant C-O bond activation could be found. For most of the reaction products we could 

obtain quantitative data, by using a calibration method for the thermal desorption spectra as 

described in a previously published paper [6].  

Atomic deuterium was supplied to the sample via a doser of the Bertel type [132]. This doser 

consists of an electron beam heated tungsten tube which yields nearly 100% of deuterium in 

atomic form at a temperature of about 1900 K. We have previously characterized this device with 

respect to the degree of dissociation and the angular variation of the effusion flux [133]. 
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Molecular deuterium was dosed with the same doser without heating the device. In case of gas 

exposure via the dosers the enhancement factors for the effective exposure were experimentally 

determined. These factors are taken into account for all exposures given in Langmuir (1 L 

(Langmuir) = 1x10-6 Torr s). In the case of atomic dosing the exposure is again given in 

Langmuir, as obtained from the pressure increase in the chamber, the dosing time and the 

enhancement factor. Actually, the angular distribution of the effusing deuterium is similar for 

both, molecular and atomic deuterium. Therefore the impingement rate is the same for deuterium 

in both forms (1 D2 = 2 D). See a more detailed discussion of atomic hydrogen dosing in ref. 

[133]. 

5.3.1 Adsorption of methanol on clean and deuterium pre-covered Pd(111) 

In Fig. 5.3 multiplexed TDS spectra are shown after dosing the the clean Pd(111) surface with 1.6 

L of methanol at 140 K.  

 

Fig.5.3. Thermal desorption spectra after dosing a clean Pd(111) surface with 1.6 L methanol 

at 140 K. Heating rate: 2 K/s. 

For clarity the desorption curves have been offset in this figure and in all the following figures 

which show desorption traces. The exposure of 1.6 L is sufficient to nearly saturate the 
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chemisorbed monolayer (desorption peak at 195 K) and to populate the multilayer to some extent 

(desorption peak at 160 K). This is in good agreement with the data by Chen et al. [113]. Some 

chemisorbed methanol fully dehydrogenates during sample heating, leading to hydrogen 

desorption around 340 K and carbon monoxide desorption around 480 K.  

In addition, as it is already shown in Fig 5.2a, some water desorbs at about 180 K, which stems 

from residual gas adsorption. However, contrary to the work by Chen et al. no methane 

desorption was observed. We could demonstrate that some amount of methane desorption arises 

only when the palladium surface is contaminated with oxygen. Concerning the H2/CO ratio of the 

desorption spectra we would like to note that it cannot be directly associated with the 

stoichiometric ratio of 1 CO to 2 H2 molecules, as expected from dissociated methanol. The 

reason is that some of the hydrogen also stems from pre-adsorption of hydrogen from the residual 

gas during sample cooling prior to methanol dosing, which adsorbs with a quite high initial 

sticking probability of about 0.5 [134]. Even at a base pressure of only 2x10-10 Torr the residual 

hydrogen partial pressure is large enough to contribute to this undesired pre-adsorption. We have 

recently described a procedure for the quantitative determination of the reaction products upon 

methanol adsorption on Pd(111) and the branching of chemisorbed methanol into molecular 

desorption and dissociation of methanol into CO and hydrogen [6]. From these quantitative 

measurements we determined the amount of about 0.1 ML of pre-adsorbed hydrogen and 0.1 ML 

water. On the other hand the CO signal can be assumed to stem almost exclusively from 

dissociated methanol, as checked experimentally. According to these calculations the saturation 

coverage of methanol on a clean Pd(111) surface would amount to 0.45 monolayers (6.9x1014 

MeOH/cm2), from which 625 % desorb associatively at around 195 K and 385 % dissociate to 

hydrogen and CO [6]. 

Since we have shown that pre-adsorption of hydrogen cannot be fully excluded, due to its rather 

high sticking probability, we first investigated the influence of the pre-adsorbed hydrogen isotope 

deuterium on the methanol adsorption on Pd(111). Multiplexed desorption spectra after dosing 

the surface with 5 L of D2 at 130 K and then dosing with 1.6 L methanol are shown in Fig. 5.4.  
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Fig.5.4. Thermal desorption spectra after dosing a deuterium pre-covered Pd(111) surface (5 

L D2) with 1.6 L methanol at 125 K. Heating rate: 2 K/s. 

We verified that this deuterium exposure is sufficient to saturate the Pd(111) surface. It is 

interesting to note that in the literature, to the best of our knowledge, no quantitative data on the 

saturation coverage of hydrogen or deuterium on Pd(111) are available. This is probably due to 

the fact that the saturation coverage depends on the surface temperature during dosing and that 

hydrogen also can populate subsurface sites. Nevertheless, under the given experimental 

conditions (Ts = 130 K, pH2 = 10-8 Torr) a well defined saturation coverage can be obtained, 

which we assign to 1 monolayer (ML) [6,125]. 

Comparison of the desorption spectra in Fig. 5.3 and Fig. 5.4 reveals some interesting features. 

First of all the physisorption peak for methanol desorption around 160 K is much more 

pronounced on the deuterium pre-covered surface than on the initially clean Pd(111) surface. At 

the same time desorption from the chemisorbed layer is almost totally suppressed. The 

dissociation products CO and hydrogen are also significantly reduced. From our quantitative 

calculations we conclude that in this case only about 175 % of the adsorbed methanol has been 

dissociated. Obviously, the pre-adsorbed deuterium impedes the formation of a chemisorbed 

species, which would lead to a desorption peak around 195 K. Since this chemisorbed state can 

also be seen as a precursor for the subsequent dehydrogenation, it is clear that less H2 and CO 



   
        

97 
 

desorption shows up in the case of deuterium pre-adsorption. We have also checked on possible 

reactions between the pre-adsorbed deuterium and the methanol (masses 33-36) but we did not 

find any deuterated methanol in the desorption spectrum. The signal for m=33 (CH3OD) in Fig. 

5.4 is about 1% of mass 32 and corresponds to the natural isotope ratio. The result of these 

investigations is that adsorbed deuterium (hydrogen) deactivates the palladium surface in such a 

way that at 140 K almost all methanol adsorbs in the physisorbed state, and hence also the 

dehydrogenation reaction is greatly reduced. 

5.3.2 Adsorption of molecular deuterium on methanol covered Pd(111) 

In Fig. 5.5 multiplexed desorption spectra are shown which were obtained after dosing a 

methanol covered Pd(111) surface (0.8 L methanol exposure at 125 K) with 5 L of D2 at 125 K.  

 

Fig.5.5. Thermal desorption spectra after dosing a methanol pre-covered Pd(111) surface (0.8 

L MeOH) with 5 L molecular deuterium at 125 K. Heating rate: 2 K/s. 

The fraction of methanol which dissociates into CO and hydrogen is nearly the same as for pure 

methanol adsorption (Fig. 5.3), but the desorption spectrum for molecular methanol has changed 

due to deuterium post-adsorption. As the methanol coverage in this case is somewhat smaller 
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than in Fig. 5.3 one would not expect any desorption from the multilayer state. However, post-

adsorption of molecular deuterium apparently changes some of the chemisorbed methanol into 

physisorbed methanol. One can see from the signals m=3 and m=4 in Fig. 5.5 that some 

deuterium has been adsorbed on the methanol pre-covered surface. The dissociatively adsorbed 

deuterium atoms occupy surface sites. This may result in a weakening of the methanol-surface 

interaction and hence to a change of chemisorbed methanol to physisorbed methanol. 

We have again checked for a possible mixing between deuterium and methanol, but could not 

find any deuterated methanol in the desorption spectrum within the detection limit. This is a 

strong indication that the chemisorbed methanol is a molecular state rather than a dissociated 

methoxy + H state, as proposed in some literature [113,131]. 

5.3.3 Adsorption and reaction of atomic deuterium with methanol covered Pd(111) 

Dosing a methanol covered Pd(111) surface with atomic deuterium leads to significant changes in 

the primary adsorbate. Fig. 5.6 shows multiplexed desorption spectra obtained after exposing a 

methanol pre-covered surface (1.6 L) to 26 L of atomic deuterium, at a substrate temperature of 

130 K. The most significant change as compared to Fig. 5.3 is observed in the methanol 

desorption peak. The double peak of the chemisorbed (195 K) and physisorbed (160 K) layer is 

replaced by a single peak around 180 K, with a small shoulder around 200 K.  

The important observation is, however, that in the same temperature range additional desorption 

of the masses m=33 and m=34 can be clearly observed. Partial deuteration of the hydroxyl as 

well as the methyl group is apparently possible by impinging atomic deuterium. A second evident 

feature of Fig. 5.5 is the almost vanishing hydrogen peak. Although some of the hydrogen is 

contained in the HD peak, the total amount of desorbing hydrogen is significantly smaller than 

that in Fig. 6.3, whereas the CO signal is slightly increased. The most straightforward explanation 

for this observation is that some of the adsorbed hydrogen has been removed by impinging 

deuterium due to an Eley-Rideal reaction (Dimping + Hads → HDgas). The existence of such a 

reaction has been proven for H/D on Ni(110) [135] and on other metal surfaces 

[136,137,138,139]. We will address this point in more detail below. 
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Fig.5.6. Thermal desorption spectra after dosing a methanol pre-covered Pd(111) surface (1.6 L 

MeOH) with 26 L atomic deuterium at 130 K. Note the different scale for m = 4. 

A further increase of the atomic deuterium exposure leads to enhanced deuteration of the 

methanol molecules, as shown in Fig. 5.7 for the highest D exposure of 416 L used in this work. 

Most significant is the appearance of all types of deuterated methanol, from mass 32 (CH3OH) 

through mass 36 (CD3OD). In addition, the amount of CO increases by a factor of 4 compared to 

the non D-dosed methanol layer and also the total amount of desorbing hydrogen increases again. 

From these results we can draw the following qualitative conclusions: impinging deuterium 

atoms can exchange with hydrogen atoms of the methanol molecule, without breaking the 

molecule, as well as contribute to enhanced dehydrogenation of the methanol molecule. We 

conclude this from the similar shape of all methanol desorption peaks around 200 K, for m=32 

through m=36, and from the increased CO and (H2 + HD) signals with increasing D exposure.  



   
        

100 
 

 

Fig.5.7. Thermal desorption spectra after dosing a methanol pre-covered Pd(111) surface (1.6 

L MeOH) with 416 L atomic deuterium at 130 K. Heating rate: 2 K/s. Note the different scale 

for  m = 4. 

In Fig. 5.8 we present quantitative data for all relevant desorption products after dosing a 

methanol covered surface (exposure:1.6 L) as a function of the atomic deuterium exposure. The 

total amount of desorbing hydrogen has been obtained from the m = 2 and m = 3 signals, using 

the formula, I(hydrogen-total) = I(H2) + 0.5·I(HD)/0.63. The relative correction factors C for the 

HD and D2 sensitivities of our mass spectrometer, with respect to the hydrogen sensitivity, have 

been experimentally determined from saturation desorption spectra of pure hydrogen, pure 

deuterium and H/D mixtures on Pd(111): C(H2) = 1, C(HD) = 0.63, C(D2) = 0.27. The 

quantitative amount of the individual desorption products has been calculated by using a 

calibration procedure as described in detail elsewhere [6]. Furthermore, we have assumed that the 

mass spectrometer sensitivity is equal for all deuterated methanol species, CH3OH through 

CD3OD.  
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Fig.5.8. Number of desorbing particles of the individual reaction products after dosing a 

methanol pre-covered Pd(111) surface (1.6 L MeOH) to different amounts of atomic 

deuterium at 130 K. For details see text. 

Several interesting findings can be deduced from Fig. 5.8. First of all, the amount of pure 

methanol (m = 32) decreases significantly with increasing D exposure, and consequently the 

amount of deuterated methanol increases. However, the probability to produce multiple 

deuterated methanol decreases rapidly from methanol-D1 (m = 33) to methanol-D4 (m = 36). 

From the initial increase of the amount of deuterated methanol with respect to the impinging D-

atoms we obtain the following initial deuteration probabilities: 2.9x10-3 MeOH-D1/D-atom, 

6.5x10-4 MeOH-D2/D-atom, 2.0x10-4 MeOH-D3/D-atom and 5x10-5 MeOH-D4/D-atom. 

Interestingly, the total amount of desorbed methanol molecules (sum of methanol-D0 through 

methanol-D4) as a function of D exposure shows a rather strange behaviour: It first increases and 

only later on it decreases again. This is most probably due to an experimental artefact: the 

cracking of the higher deuterated methanol molecules partially contributes to the lower masses 

and hence falsify the signal. Unfortunately, only for some of the deuterated methanol species the 

cracking patterns are available and therefore a quantitative correction is not possible. 

Furthermore, it is not clear if the mass spectrometer sensitivity for all deuterated methanol (D0-
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D4) is indeed the same, as assumed in this work. Nevertheless, one can estimate that in this case 

more than 50% of the methanol undergoes dehydrogenation at the highest D exposure in Fig. 5.8. 

With respect to the hydrogen evolution we see first a fast decrease and subsequently a continuous 

rise of the total amount of desorbing hydrogen. As already outlined above, we attribute the initial 

decrease to the abstraction of pre-adsorbed hydrogen atoms by an Eley-Rideal process. We have 

previously shown that prior to methanol adsorption at 130 K some co-adsorption of hydrogen 

always takes place [6]. This is also the reason why the ratio between desorbed H2 molecules and 

CO molecules for pure methanol adsorption is 2.9 instead of 2.0, as one would expect (Fig. 5.8, 

zero D exposure). This pre-adsorbed hydrogen can apparently be effectively removed by D-

atoms. The further increase of hydrogen, parallel to the increase of CO, is then attributed to the 

enhanced dissociation of methanol due to atomic deuterium impingement. The fact that after the 

induction period the H2/CO ratio is always smaller than 2.0, throughout the whole D-exposure 

range, is an indication that hydrogen is also partially abstracted from the methanol molecules. 

From our data set we cannot unambiguously decide whether this abstraction takes place on 

adsorbed hydrogen, which has prior been split off the methanol molecule, or directly at the intact 

methanol molecule. A further question is how one should visualise the deuterium induced 

methanol dehydrogenation. Does it take place already at the low sample temperature of 130 K, or 

do the impinging D atoms lead to less stable methanol molecules, which then more easily 

dissociate during sample heating? For the pure methanol/Pd(111) system it is assumed that the 

partial dehydrogenation takes place in the same temperature range in which the desorption  of the 

chemisorbed methanol takes place. We argue that the latter process is the more probable, because 

in case of the direct dehydrogenation at 130 K one would expect that these hydrogen atoms could 

be abstracted also with high efficiency and hence nearly no hydrogen (H2, HD) should be visible 

in the desorption spectra at all.  

The assumption that the methanol molecules are not directly dehydrogenated by the impinging D 

atoms is further corroborated by the very similar shape of the desorption spectra for all deuterated 

methanol species (see Fig. 5.7). Recombination of second or higher order would lead to 

significantly different desorption traces and can be ruled out. That means that the hydrogen 

within the methyl or hydroxyl group has to be directly replaced by D atoms, without involving 

the substrate.  
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Fig.5.9. Number of desorbing deuterium molecules after dosing a methanol pre-covered 

Pd(111) surface (1.6 L MeOH) to different amounts of atomic deuterium at 130 K. 

Finally we have to discuss the fate of the impinging deuterium atoms. We have seen that only 

some of the impinging deuterium shows up in form of deuterated methanol and of HD molecules. 

The overwhelming amount of deuterium desorbs in form of deuterium molecules. In Fig. 5.9 we 

show the relation between the number of impinging D atoms on the methanol covered Pd(111) 

surface and the desorbing D2. We see that the deuterium atoms do not only adsorb on the 

palladium surface (which would yield a saturation coverage of about 1 monolayer (1 ML = 

1.53x1015 atoms/cm2)) but also absorb in the surface near region. The highest amount of desorbed 

deuterium in Fig. 5.9 corresponds to 25 ML and there is still no indication of saturation. The 

sticking coefficient (or in this case the uptake coefficient) is directly obtained from the slope of 

the curve in Fig. 5.9 yields. The initial uptake coefficient is 0.15, and the uptake coefficient levels 

off to a nearly constant value of 0.08 for higher deuterium exposure. It is often assumed that 

atomic deuterium (hydrogen) sticks with a probability of unity. This can only be true for the 

initial sticking on a clean surface, but even in this case it has been shown that the initial sticking 

coefficient might be smaller than unity [140]. On a surface already covered with deuterium 

(hydrogen) the uptake coefficient can be at most 0.5, due to the abstraction of already adsorbed 

species. The observed small initial sticking coefficient for D atoms of 0.15 is just due to the 

abstraction of pre-adsorbed hydrogen as described above. The value of 0.08 for higher D 
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exposure is basically governed by the activation barriers for surface penetration and bulk 

diffusion and will of course level off at still higher D exposure. 

5.4. Summary and conclusions 

A quantitative determination of the amount of desorbing reaction products based on in-line 

thermal desorption spectroscopy has been performed. Dosing a Pd(111) surface at 140 K to 

methanol up to saturation of the chemisorbed layer yields the desorption species of methanol, 

hydrogen and carbon monoxide. The total amount of adsorbed methanol has been determined to 

be 2.6x1014 MeOH/cm2. Since water and some of the hydrogen stem from co-adsorption, which 

block adsorption sites for methanol, the measured methanol coverage has to be seen as a lower 

limit. While 62% of the adsorbed methanol desorb associatively, 38% of the adsorbed methanol 

dehydrogenate, resulting in desorption of hydrogen and carbon monoxide. No indication for C-O 

bond scission could be observed when methanol was adsorbed on the clean Pd(111) surface. 

In addition to the quantitative study, the interaction of pre-adsorbed deuterium with impinging 

molecular and atomic deuterium on a methanol/Pd(111) has been investigated. While the pre-

adsorbed deuterium reduces the probability to form chemisorbed methanol on the surface most of 

the methanol molecules are physisorbed on the surface. The amount of dehydrogenation during 

heating of the sample is also reduced compared with adsorption on the clean Pd(111) surface. 

Post-adsorption of molecular deuterium on the methanol covered surface does not significantly 

influence the dehydrogenation probability. However, there is again a trend to change 

chemisorbed methanol into physisorbed methanol. In both cases, for pre-adsorption and post-

adsorption of deuterium, no indication of methanol deuteration could be found.  

Considerable changes in the methanol layer are seen due to atomic deuterium exposure. All 

species of deuterated methanol, from CH3OH to CD3OD, can be observed in the TDS. Moreover, 

the dehydrogenation probability of methanol  is increased. Another effect of atomic deuterium 

exposure is the removal of adsorbed hydrogen atoms by an Eley-Rideal mechanism. This is 

particularly effective for pre-adsorbed hydrogen from the residual gas, but to some extent also for 

the dehydrogenated hydrogen atoms. The impinging D atoms do not only react with the surface 
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species or adsorb on the surface, but they also penetrate the palladium surface, which leads to 

significant amounts of deuterium in the surface near bulk. 
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Chapter VI  

6. Adsorption behaviour of nickel tetra-carbonyl on 

Cu(110)  

Nickel tetra-carbonyl (Ni(CO)4) is an organo-metallic complex which can easily be 

formed by CO on nickel surfaces at room temperature. On the other hand at 

somewhat elevated temperatures this compound can decompose again into nickel and 

CO. The synthesis and decomposition of this compound are described by the well 

known Mond process. Due to its easy preparation and decomposition it makes this 

volatile molecule highly toxic, because of the release of nickel in the body. On the 

other hand the special properties of nickel carbonyl are frequently exploited to 

deposit high purity nickel films on surfaces, in particular for the preparation of 

bimetallic surfaces and surface alloys. 

6.1. Introduction 

Nickel carbonyl may form at room temperature when CO gets in contact with nickel or nickel 

containing compounds such as stainless steel [141].Therefore nickel carbonyl is a common 

impurity in CO gas lines. Ni(CO)4 can unintentionally be produced by storing CO in a stainless 

steel container or gas line. Even small amounts of nickel carbonyl in the CO atmosphere can be 

sufficient to contaminate surfaces by nickel and thus alter their adsorption and reaction properties 

[9]. Although this is a well known issue and precautions can be taken [142], we believe that in 

many cases unexpected and peculiar experimental results in the context of CO interaction with 

surfaces can be traced back to nickel carbonyl contaminations. For example, Enbæk et al. [143] 

have shown that the dissociation of CO on stepped nickel surfaces can be considerably increased 

by adding just minute amounts of nickel carbonyl to the gas phase. Given the important role CO 

is playing for many modern technologies, e.g. heterogeneous catalysis, plasma etching in 
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semiconductor industry, etc., the consequences of co-adsorption of nickel carbonyl during CO 

exposure should be considered. 

6.2. Mass spectrum of Ni(CO)4 

The gas mixture of CO+Ni(CO)4 was obtained after CO was stored in a stainless steel gas inlet 

system for about 3 month. However, in a second, similar gas inlet system, where we intentionally 

tried to obtain a CO+Ni(CO)4 gas phase for comparison, no such gas mixture could be obtained. 

Thus, one has to conclude that the formation of nickel carbonyl has to be correlated with minute, 

non controllable catalyzing defects or impurities in the gas inlet system. In Fig. 6.1 the mass 

spectra of the isotropic gas phase, when introducing the gas from the clean CO gas line is shown.  

 

Fig.6.1. Mass spectrum of a clean CO gas phase at 4x10-8 Torr. The inserts show a three orders of 

magnitude higher magnification of the spectra. 

In Fig. 6.2, the mass spectrum for the CO + Ni(CO)4 mixture is presented. Only in the insert with 

a three orders of magnitude higher magnification the cracking pattern of nickel carbonyl can be 

observed in the latter case (Ni: 58 amu, NiCO: 86 amu, Ni(CO)2: 114 amu, Ni(CO)3: 142 amu, 

Ni(CO)4: 170 amu; the signals at 60 amu and 88 amu stem from the Ni60 isotope). 
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Fig.6.2. Mass spectrum of a CO + Ni(CO)4 gas mixture as obtained in our particular case at a  

total pressure of 4x10-8 Torr. The inserts show a three orders of magnitude higher 

magnification of the spectra. The chemical structure of Ni(CO)4 is also shown.  

This gas mixture was used to investigate the adsorption of Ni(CO)4 and co-adsorption of CO on 

the Cu(110) surface at low temperatures. From quantitative thermal desorption spectroscopy we 

were able to determine the relative effusion rate ratio of the CO/Ni(CO)4 gas mixture to be about 

1000:1. Gas dosing was performed by in-line dosing via a 1/8” stainless steel tube. The 

enhancement factor FCO for CO dosing (ratio of the effective impingement rate between in-line 

dosing and off-line dosing) was experimentally determined for our setup to be about 5. All 

exposure values given in the text are effective values (1L* = FCO·10-6 Torr·s) corresponding to the 

total pressure increase during dosing, which is mainly determined by the CO partial pressure.  

6.3. Adsorption of CO+Ni(CO)4 gas mixture at 110 K 

As mentioned above, the CO/Ni(CO)4 gas mixture  consists of a high amount of CO. Therefore 

even small amounts of exposure quickly yields to a saturation layer of CO on the Cu(110) 

surface. CO saturation, at the adsorption temperature of 110 K, corresponds to 0.8 ML [144]. CO 

desorbs from Cu(110) around 210 K (α1 peak) and exhibits a broad shoulder extending to about 

150 K (α2 peak) [145]. In our case these adsorption states are already saturated at an effective 
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exposure of about 2.5 L*. With increasing exposure a new, low temperature peak of m = 28 

appears at ca. 140 K, designated as the γ1 peak (Fig. 6.3a). This peak grows temporarily until a 

second peak of m = 28 appears at ca. 150 K, designated as the γ2 peak (Fig. 6.3b). Interestingly, 

with further increase of exposure the γ1 peak disappears again, while the γ2 peak increases 

continually. This is a quite unexpected result and will be discussed in more detail below.  

 

Fig.6.3a,b: Thermal desorption spectra (m = 28 amu) as a function of exposure to the        

CO + Ni(CO)4 gas mixture. Adsorption temperature: 110 K, Heating rate: 2 K/s. The 

effective exposures via in-line dosing are given in L*, as described in the text. 

First of all we could show that both peaks, γ1 and γ2, are actually due to Ni(CO)4 desorption. 

Multiplexed desorption spectra for high exposure (Fig.6.4) exhibit all the masses corresponding 

to the cracking pattern of nickel carbonyl. When referencing to the CO signal (m=28) as 100 %, 

the following relative QMS signals for the other masses were obtained: m=58 (Ni): 13%, m=86 

(NiCO): 12%, m=114 (Ni(CO)2): 3.5%, m=142 (Ni(CO)3): 2.5% and m=170 (Ni(CO)4): 1.5%. In 

addition, signals corresponding to the Ni isotope Ni60 were observed in the mass spectrum. 

Actually, the intensities of the Ni(CO)x species with respect to the CO signal are significantly 

larger than those presented in the standard NIST spectrum [146], where the ratio of m=58/m=28 

is less than 1%, and the higher masses are even less pronounced. We believe that this is due to the 

fact that nickel carbonyl readily cracks at any surface and it is therefore not possible to detect the 
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correct cracking pattern when measuring an isotropic gas of “nickel carbonyl”. However, by 

directly detecting a flux of desorbing Ni(CO)4 with an in-line mass spectrometer, as in our case, 

will yield the true cracking pattern. Of course, the electron energy for impact ionisation will also 

influence the cracking pattern. In our case the energy of the ionising electrons was 70 eV. 

 

Fig.6.4. Multiplexed thermal desorption spectra of nickel carbonyl from Cu(110) after 

exposing the surface to 500 L* of the CO + Ni(CO)4 gas mixture at 110 K.  

Auger electron spectra for high exposure of the nickel carbonyl condensation on Cu(110) 

compared with the clean surface  are presented in Fig.6.5. The copper signal at 920 eV disappears 

with the exposure of 500 L* Ni(CO)4. Huge amounts of carbon (at 270 eV) and oxygen (at 510 

eV) together with the nickel Auger peaks are clear evidence of Ni(CO)4 condensation on 

Cu(110). 
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Fig.6.5. Auger electron spectra of clean Cu(110) and after exposure of 500 L* Ni(CO)4 at 

110 K on Cu(110). 

6.4. Quantitative determination of condensed Ni(CO)4  

Having verified that the γ peaks stem from nickel carbonyl desorption, the question arises why 

first a more weakly bound desorption state appears, before it changes into a more strongly bound 

state. For a proper discussion of this issue a calibration of the carbonyl desorption spectra is 

necessary. This has been done by comparing the CO desorption spectrum of the saturated CO 

chemisorbed layer with the corresponding C-Auger signal and then searching for the m=28 

desorption spectrum of the γ-peak which corresponds to a twice as large C-Auger signal. This 

was reached at an effective exposure of about 350 L* in Fig.6.6. The corresponding spectrum (by 

interpolating between the 200 L* and 500 L* in Fig. 6.3b) can be associated with the amount of 

nickel carbonyl molecules equivalent to ¼ CO molecules of the CO saturation layer (which 

corresponds to 0.8 ML = 8.7·1014 CO/cm2 [145]), neglecting the attenuation of the Auger signal 

in a first approximation. The result of this calculation is that only about 2·1013 Ni(CO)4/cm2 

contribute to the γ1 peak. Taking into account the size of the nickel carbonyl molecule (6.7 Å in 

diameter) a dense packed monolayer would correspond to 2.2·1014 Ni(CO)4/cm2. 
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Fig.6.6. Auger peak height of carbon at 270 eV on Cu(110) after exposing the surface with 

the    CO + Ni(CO)4 gas mixture at 110 K. 

Thus, the saturation of the γ1 peak is only about 10% of a monolayer. With increasing coverage 

this state disappears and it is incorporated into the γ2 state, which shows the typical features of a 

zero order desorption (common leading edge), i.e. desorption from a multilayer. A plausible 

explanation for this rather unusual desorption behaviour could be that for the adsorbed monomers 

(at low coverage) only 3 ligands of the Ni(CO)4 molecule contribute to the bonding, whereas for 

higher coverage nucleation takes place and in the bulk phase all 4 CO ligands participate in the 

bonding. A similar desorption feature has been observed for large organic molecules (benzene on 

Ru(001) [147], HAT-CN on Au(111) [148], where also structural changes in the adsorbed layer 

have been attributed to the shift of the desorption peaks.  

6.5. Determination of desorption energy and frequency factor 

The desorption energy (heat of evaporation) of the Ni(CO)4 bulk phase and the pre-exponential 

factor can be deduced from the leading edge of the multilayer desorption spectrum, according to 

the desorption rate equation for zero-order desorption [21]:  
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Here Θ0 is the (constant) number of molecules per surface unit area,  is the frequency factor, 

Edes the desorption energy, kB  the Boltzmann factor and T the surface temperature. A plot of 

ln(Rdes) vs. 1/T should yield a straight line and from the slope of this line the desorption energy 

can be calculated. 

 

Fig.6.7. Quantitative multilayer desorption spectrum of Ni(CO)4 from Cu(110) for two 

different exposures, demonstrating the zero-order desorption. The insert shows the plot of 

ln(Rdes) vs. 1/T, according to the Polanyi-Wigner equation for the determination of  the 

desorption energy and the frequency factor. 

From the plot as shown in Fig. 6.7 a desorption energy of 0.610.03 eV was obtained. This value 

is significantly larger than that found in the literature (0.31 eV [149]). We believe that this is due 

to the fact that Clausius-Clapeyron type measurements of the heat of evaporation, in which the 

vapour pressure of a material is determined as a function of the temperature, have to fail in this 

case because of the easy cracking of nickel carbonyl.  

Interestingly, also the pre-exponential factor (Θ0·ν), which can be deduced from the intercept of 

the regression line in Fig. 6.7 with the Y-axis, is extremely large. (We note that for this 

evaluation the desorption rate has to be known quantitatively. In our case we have achieved this 
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via Auger measurements, as described above). We obtained a value of 1.8·1033 cm-2s-1. Taking 

into account the monolayer density of 2.2·1014 Ni(CO)4/cm2 this yields a frequency factor ν = 

8.2·1018 s-1. This value is considerably larger than the typically used values of about 1·1013 s-1 for 

the desorption of small molecules.  

According to classical transition state theory (TST) the desorption rate for a first order process, 

i.e., for non-associative molecular desorption, can be described as follows [150]: 
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Where the   is a transmission coefficient, which is usually taken as unity, q* and qads are the 

partition functions of the molecules in the transition state and the adsorbed phase, respectively, 

ΔS the entropy change during desorption and h the Planck constant. (Note that the transition state 

for a desorption system with non-activated adsorption is equivalent to the final state, i.e., the gas 

phase. Furthermore, the term q* actually denotes the partition function for all modes in the 

activated complex without that of the reaction coordinate [151]). Thus, the desorption rate is a 

function of both Edes and ΔS, i.e., the ratio of the molecular partition functions in the gaseous and 

adsorbed state. For a simple (mono-atomic) desorption system the entropy change can be 

neglected, and the pre-exponential factor reduces to kBT/h, which is 1x1013 s-1 for T = 500 K. 

However, for large molecules significant changes of the partition functions of the adsorbed and 

the free gaseous state are expected due to the possible excitation of rotational and vibrational 

states. Such high pre-exponential factors (up to 1025 s-1) were indeed observed for the desorption 

of large organic molecules [148,152,153,154]. Thus, the relatively high value of ν = 8.2·1018 s-1 

for nickel carbonyl desorption from the multilayer suggests that the adsorbed phase is rather 

immobile prior to desorption, due to the directional bonds in the tetrahedral coordination 

geometry of the bulk phase. 
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6.6. Influence of the surface temperature on the adsorption and decomposition 

of Ni(CO)4 

Finally, we would like to show the influence of the surface temperature on the adsorption and 

decomposition of nickel carbonyl on Cu(110). In Fig. 6.8 desorption spectra are shown for m=28 

amu after exposure of 30 L* of the gas mixture at different surface temperatures. Apparently, 

adsorption of nickel carbonyl at a surface temperature above the desorption temperature of the 

carbonyl leads to a modification of the surface resulting in extra CO desorption peaks between 

220 K and 380 K. We could show that these new CO desorption peaks are due to the desorption 

from Ni-Cu ensemble sites [9]. Nickel tetra-carbonyl can be used to deposit high purity nickel 

films on surfaces, in particular for the preparation of bimetallic surfaces and surface alloys. 

[9,155,156]. 

 

Fig.6.8. Desorption spectra (m = 28) after exposing the Cu(110) surface to 30 L* of the CO + 

Ni(CO)4 gas mixture at different surface temperatures. The peaks γ1 and γ2 stem from nickel 

carbonyl desorption, α1 and α2 are due to CO desorption from clean copper sites, β1, β2 and β3 

result from CO desorption from Cu-Ni bimetallic adsorption sites. 
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6.7. Summary and conclusions 

We have shown that nickel tetra-carbonyl (Ni(CO)4) desorbs from a CO covered Cu(110) surface 

around 150 K, exhibiting a zero-order  desorption reaction. The evaluation of the desorption 

spectra according to the Polanyi-Wigner equation yields a desorption energy of 0.61 eV, which is 

considerably larger than the literature value for the heat of evaporation of 0.31 eV. We believe 

that the heat of evaporation cannot easily be obtained from equilibrium measurements due to the 

high propensity for nickel carbonyl decomposition. The pre-exponential factor for nickel 

carbonyl desorption is 8.2·1018 s-1. This rather large value suggests, according to transition state 

theory, that the entropy change during desorption is rather large, or in other words, that the 

molecules are rather immobile prior to desorption. An interesting feature of nickel carbonyl 

desorption is that the first 10% of a monolayer exhibit a clearly distinct desorption peak (γ1), 

which disappears with increasing coverage and becomes incorporated into the emerging main 

desorption peak (γ2). This is attributed to the weaker bonding of the nickel carbonyl monomers to 

the CO covered copper surface (via three CO ligands) before the nucleation into bulk islands 

starts, where the molecules are coordinated via four ligands. Adsorption of nickel carbonyl at 

higher substrate temperature leads to decomposition of the molecules and to the formation of a 

bimetallic Ni-Cu(110) surface, on which new adsorption states for CO are created. 

 

 

 

 

 

 



   
        

117 
 

Chapter VII  

7. Adsorption of CO on Ni/Cu(110) bimetallic surface 

prepared by Ni(CO)4 dissociation and electron beam 

evaporation 

A very attractive model system of bimetallic surfaces is the Ni/Cu system. These bulk 

metals have very similar geometric properties. They both crystallize in the face 

centered cubic (fcc) system and their lattice constants are 3.52 Å (Ni) and 3.61 Å 

(Cu), respectively. On the other hand their electronic and magnetic properties are 

very different. The non-magnetic noble metal copper has a filled d-band and 

therefore the electron density at the Fermi level is rather small. The magnetic 

transition metal nickel has a partially filled d-band, which leads to a high electron 

density at the Fermi level. This difference in the electronic structure is responsible for 

the higher chemical reactivity of Ni as compared to Cu, However, for the proper 

activity and selectivity of a particular catalyst often a very distinct surface reactivity 

is required. A too low reactivity may result in a poor turn over frequency, whereas a 

too high reactivity of the surface atoms can lead to permanent adsorption of some 

reaction partners and therefore to poisoning. This is exactly what makes the 

bimetallic surfaces so attractive, because one can expect to be able to tune the 

surface reactivity at will. 

7.1. Introduction 

Bimetallic surfaces play a decisive role in heterogeneous catalysis. Due to the particular 

arrangement of the different atoms at the surface, new reaction pathways can be opened and both 

the activity and selectivity of catalysts can be improved. Various concepts for the specific 

reaction properties of bimetallic surfaces have been discussed in the literature, amongst them the 
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most important are the (electronic) ligand effect and the (geometric) ensemble effect [157]. In 

recent years this subject has been addressed in several excellent review articles, e.g. by Campbell 

[158], Goodman [159], Rodriguez [160], Ponec [161] and Chen et al. [162], to name just a few. 

Very recently increased effort has been made to get an improved understanding of the properties 

of bimetallic surfaces by using theoretical approaches, mainly by using density functional theory 

(DFT) calculations [162, 163, 164, 165].  

Cu-Ni bimetallic surfaces have attracted the interest of surface scientists starting in the 1950´s. 

One of the most important reason is that Ni and Cu have similar geometry but very different 

electronic properties. Both metals have fcc crystal structures with lattice constants of 3.52 Å (Ni) 

and 3.61 Å (Cu), respectively. The relatively small lattice mismatch of 2.4% allows 

pseudomorphic growth on top of each other [166]. On the other hand, their electronic properties 

are very different. Copper, being a coinage metal has a completely filled 3d-band and therefore 

no d- states at the Fermi level; in conrtrast, nickel, being a transition metal with a partially filled 

3d-band, has a high density of states at the Fermi level. This difference in the electronic structure 

is responsible for the higher chemical reactivity of Ni as compared to Cu.    

In this work we use carbon monoxide as a probe molecule to test the adsorption properties of a 

Ni/Cu(110) bimetallic surface. It is known that CO desorbs from a Cu(110) surface already at 

around 210 K [144,145], whereas CO is much more strongly adsorbed on Ni(110) and desorbs 

around 420 K [167, 168]. In an early experiment Yu, Ling and Spicer [169] made an attempt to 

study the CO interaction with the surface of a 10%Cu/90%Ni bulk alloy, where the surface 

composition was varied by heat treatments and sputtering. They came to the conclusion that the 

CO activation energy of desorption from a Ni site decreases linearly with increased Cu 

concentration on the surface, indicating that long range electronic effects (ligand effects) are 

dominating the CO interaction. A somewhat later performed theoretical study by Castellani 

[170], using a cluster approach and the extended Hückel method to calculate the electron 

energies, seemed to corroborate the experimental data. In the present work, however, we arrive at 

a quite different conclusion, namely that CO on a Ni/Cu(110) surface exhibits several very 

distinct desorption peaks, which indicates that local site effects (ensemble effects) play a major 

role for CO adsorption. This assumption is corroborated by density functional theory (DFT) 

calculations. 
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7.2. Preparation of the nickel-copper bimetallic surface 

7.2.1 Nickel tetra-carbonyl (Ni(CO)4) 

For the preparation of the nickel-copper bimetallic surface we applied two different methods. In 

the first case a nickel covered Cu(110) surface could be prepared by dosing a gas mixture of CO 

and Ni(CO)4 at the appropriate surface temperature (180 K). This mixture was unintentionally 

obtained when CO was filled into a stainless steel gas inlet system and after a residence time of 

about 3 month. A semi-quantitative calculation yielded a mixture ratio of CO:Ni(CO)4  1000:1 

for the gas effusing from the doser. The reason for the synthesis of this gas mixture in the gas line 

is not quite clear. It is probably related to some catalyzing defects or impurities in the gas inlet 

system. It is known that nickel carbonyl, which is highly toxic, can easily be formed by CO on 

nickel surfaces [171,172]. However, the storage of CO in another stainless steel gas line did not 

result in a detectable amount of nickel carbonyl after the same residence time. Nevertheless, we 

took advantage of this gas mixture to study the concomitant decomposition of nickel carbonyl 

and the adsorption of CO on the altered Cu(110) surface. This work should also demonstrate that 

small traces of Ni(CO)4 in the CO gas phase can cause tremendous (usually unwanted) effects in 

CO adsorption and desorption studies.  

7.2.2 Nickel evaporation 

Alternatively, to check the validity of the above described preparation method, nickel was 

evaporated onto the Cu(110) surface by a commercial electron beam evaporator. The amount of 

evaporated nickel was measured with a quartz microbalance, which could instead be positioned 

in front of the evaporator. This allowed the quantitative determination of the nickel coverage and 

hence of the stoichiometry of the bimetallic surface. Combined with Auger electron spectroscopy 

also the influence of the surface temperature on the formation of the bimetallic layer could be 

studied. CO adsorption on the such prepared Ni/Cu(110) surface was then performed typically at 

130 K. 



   
        

120 
 

7.3. Computational details 

The aim of the calculations was to identify the various adsorption configurations of CO on the 

bimetallic surface which lead to the observed discrete desorption peaks. The calculations were 

performed with the Vienna ab-initio simulation package (VASP) [173]. Electronic exchange and 

correlation were described in the general gradient approximation (GGA), using the functional 

proposed by Perdew, Burke and Ernzerhof (PBE) [61]. The wave function is represented by a 

plane-wave basis set with an energy cut-off of 400 eV. The ion cores were represented by the 

projector augmented wave (PAW) method [174]. A Monkhorst-Pack mesh of 11 x 11 x 1 k-

points was used for the (1x1) surface unit cell (5 x 5 x 1 k-points for the (2x2) unit cell), to 

achieve an accurate description of the density of states near the Fermi level.  

The substrate was modeled by slabs typically consisting of 5 copper layers and one nickel layer 

with the appropriate coverage. The periodicity of the nickel over-layer and of the CO layer was 

modeled by a (2x2) unit cell with 1 - 4 atoms (molecules) in the basis. The slabs were separated 

by a 13 Å thick vacuum. The coordinates of the upper two copper layers and the nickel layer, as 

well as that of the CO molecules, were allowed to relax, while the remaining substrate layers 

were fixed at the bulk position. For our calculations we used an energy difference of ΔE = 0.5 

meV for the break conditions of the relaxation loop to determine the final positions of the CO 

molecules. 

7.4. Adsorption of a CO + Ni(CO)4  gas mixture on Cu(110) 

In Fig. 7.1, a set of CO desorption spectra taken after in-line dosing a Cu(110) surface at 180 K 

with different exposure of a CO + Ni(CO)4 gas mixture is shown. Exposures are given in 

Langmuir equivalents (1L = 10-6 Torr·s) obtained from the isotropic CO pressure increase and by 

taking into account an experimentally determined enhancement factor of 5.0 for in-line dosing of 

CO. Small exposure values (up to about 2.5 L) lead to a rapidly increasing desorption peak at 

around 210 K, which is due to desorption of CO from the still nearly clean Cu(110) surface 

[144,145]. 
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Fig.7.1. Set of CO desorption spectra after dosing the initially clean Cu(110) surface with 

various amounts of the CO + Ni(CO)4 gas mixture at 180 K. Heating rate: 2 K/s. 

With increasing exposure new desorption peaks start to emerge at around 250 K, 300 K and 360 

K. These peaks do not show up when the sample is dosed with the same exposure of pure carbon 

monoxide. It is obvious that these new peaks have to be correlated with nickel on the surface, 

resulting from dissociation of nickel tetra carbonyl, as verified by Auger electron spectroscopy. 

While these new desorption peaks, labeled β1 (250 K), β2 (300 K) and β3 (360 K), increase with 

increased dosing of the gas mixture, the intensity of the CO desorption peak around 210 K (α1) 

goes through a maximum at about 2 L and decreases again for higher exposure. In addition to that 

the desorption peak maxima of the α1 peak shift by about 10 K to higher temperature. The 

corresponding uptake curves for the individual desorption peaks are shown in Fig. 7.2. Above 

300 L the β peaks saturate, indicating a saturation of the nickel coverage.  
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Fig.7.2. Uptake curves for CO when dosing the Cu(110) surface with the CO + Ni(CO)4 gas 

mixture, as obtained from a series of TDS, including those in Fig. 7.1.  

LEED patterns of a clean and a ½ monolayer Ni covered Cu(110) surface are shown in Fig.7.3a 

and 3b. From the observed (1x2) LEED pattern and by comparison with the CO desorption 

spectra after calibrated nickel evaporation (see below) we suppose that the maximum nickel 

coverage under these experimental conditions corresponds to about ½ monolayer. 

Finally, we have exposed the Cu(110) surface to the gas mixture for extended time at 400 K. 

After a very high exposure (37000 L) and a subsequent heating to 500 K an Auger analysis 

showed a clean nickel spectrum, without any detectable Cu signal or signals from other 

impurities, like carbon. The corresponding LEED pattern showed a (1x1) structure (Fig.7.3c). 

This demonstrates that under these experimental conditions a thick epitaxial nickel film can be 

grown on the Cu(110) surface by decomposition of nickel carbonyl. The desorption spectrum of 

CO from this surface was equivalent to literature data for CO desorption from a Ni(110) surface 

[167, 168]. It is important to emphasize that such a thick nickel layer on Cu(110) remains stable 

over extended time even at the rather high sample temperature of 500 K. On the other hand, for 

small nickel coverages, as prepared at 180 K, some of the nickel atoms dissolved in the bulk 

during heating of the sample to 500 K.  
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Fig.7.3. a) A (1x1) LEED pattern of the clean Cu(110) surface, b) A (1x2) LEED pattern of 

the Ni/Cu(110) surface, c) A (1x1) LEED pattern of Ni(110) (an epitaxially grown thick Ni 

film on Cu(110)). UB=120 eV. 

7.5. Adsorption of CO on a Ni/Cu(110) surface prepared by Ni evaporation 

In order to double-check the above described desorption behavior of CO we have performed CO 

adsorption/desorption experiments on a nickel covered Cu(110) surface prepared by direct 

evaporation of nickel. The advantage of this procedure is that the amount of evaporated nickel 

can be determined quantitatively by a quartz microbalance. Furthermore, the sample temperature 

can be independently adjusted for nickel evaporation and CO adsorption, respectively. In Fig. 7.4 

a series of CO saturation desorption spectra (CO exposure: 3 L) from a Cu(110) surface with 

increasing amounts of nickel is shown. Nickel was evaporated at 175 K and afterwards CO was 

exposed at 130 K. One can clearly see that on the nickel modified Cu(110) surface the same new 

adsorption sites β1, β2 and β3 evolve as after decomposition of nickel carbonyl. The additional 

shoulder at around 175 K (α2-peak) stems from CO adsorption on the clean Cu sites due to the 

lower adsorption temperature [145].  

 

b) a) c) 
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Fig.7.4. CO desorption spectra after dosing 3 L CO at 130 K on a Cu(110) surface, covered 

with various amounts of nickel. Nickel was evaporated onto the surface at 175 K. (a): clean 

surface, (b): 0.05 ML Ni, (c): 0.19 ML Ni, (d): 0.27 ML Ni, (e) 1.02 ML Ni, (f): 4.4 ML Ni. 

Similarly as for the nickel carbonyl decomposition the CO peak from clean copper at 210 K (α1-

peak) decreases with increasing nickel coverage while the new desorption peaks start to increase. 

The only difference is that the β1 peak, and to some extent also the β2 peak, is not so well 

pronounced than in the case of carbonyl decomposition. The β3 peak, which is located at around 

360 K, also increases with increasing nickel coverage, but eventually starts to shift to higher 

temperature (at ΘNi > 1 ML) with a final peak maximum at 420 K. This is close to the desorption 

temperature of CO from a pure nickel surface (designated as α(Ni) peak) [167,168]. For this high 

nickel coverage the original β peaks are rarely visible, indicating that these peaks are related to 

the bimetallic surface. It should be noted that after each desorption run the surface had to be 

prepared again, because some of the adsorbed nickel dissolves in the bulk during heating up to 

500 K, similarly as in the case of nickel carbonyl decomposition. 

If one compares the new adsorption peaks, they are more pronounced when Ni is produced on the 

surface by decomposition of Ni(CO)4, than by physical vapor deposition of nickel. However, 

when Ni is evaporated onto a CO pre-covered Cu(110) surface or in a CO atmosphere, then the 
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desorption spectra are very similar to that obtained after nickel carbonyl decomposition. 

Furthermore, the desorption features depend on the surface temperature during Ni evaporation. 

This hints to a very delicate influence of the local atomic arrangement at the bimetallic surface on 

the adsorbate and to interplay between the CO adsorbate and the surface atoms. It is known that 

nickel atoms adsorbed on a copper surface are metastable at temperatures below 200 K [187]. 

With increasing temperature the atoms start to penetrate the surface and finally they become 

dissolved in the copper bulk. Unfortunately, this rearrangement of the nickel atoms might 

proceed in the same temperature range as CO desorption takes place.  

One further interesting result of this work is that the desorption temperature of CO on the 

bimetallic Ni/Cu(110) surface does not change continuously with increasing nickel concentration 

in the coverage regime up to 1 ML Ni, by going from a clean Cu(110) surface (desorption peak 

temperature: 210 K) to a clean Ni(110) surface (desorption peak temperature: 420 K). Contrary, 

three distinct sharp desorption peaks additionally emerge at 250 K, 300 K and 360 K. This 

suggests that the CO adsorption energies are determined by short range geometrical arrangements 

rather than by long range electronic effects.  

Further insight into the effect of adsorbed nickel on CO adsorption can be gained by preparing 

the nickel layer at different substrate temperatures. In Fig. 7.5 the change of the relative coverage 

corresponding to the individual desorption peaks, as a function of the preparation temperature, is 

compiled. In this case first always 0.2 ML of Ni were evaporated at different temperatures and 

subsequently 3 L of CO were dosed at 130 K. It is clear that those peaks which are correlated 

with the bimetallic surface (β1-β3) decrease with increasing preparation temperature, whereas the 

desorption peaks from the clean Cu surface (α1, α2) increase. This is due to the partial subsurface 

penetration and subsequent dissolution of nickel in the copper bulk at elevated temperature. 
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Fig.7.5. Change of  the amount of adsorbed CO in the individual adsorption sites after 

preparing the Ni/Cu(110) bimetallic surface by evaporation of 0.2 ML nickel at different 

substrate temperatures. Subsequent CO exposure at 130 K is 3 L. 

One additional experimental feature should be mentioned in this context. A comparison of the 

CO desorption spectra as obtained after decomposition of nickel carbonyl with that obtained after 

adsorption of CO on a Ni covered Cu(110) surface showed that the β peaks are always less 

pronounced in the latter case. However, if nickel was evaporated onto a CO pre-saturated 

Cu(110) surface or if nickel was evaporated in CO atmosphere (1x10-8 Torr) then the desorption 

spectra were very similar to that obtained after nickel carbonyl decomposition.  

Finally, in Fig. 7.6 saturation CO desorption spectra are compared as obtained from the clean 

Cu(110) surface (a), from the Ni/Cu(110) bimetallic surface as prepared by Ni(CO)4 

decomposition (b) and from a thick epitaxial Ni(110) film (c). 
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Fig.7.6. Compilation of saturation CO desorption spectra after dosing (a) 3 L of pure CO on  

(a) the clean Cu(110) surface (Tad = 110 K), (b) 250 L of the CO+Ni(CO)4 gas mixture on  

the Cu(110) surface (Tad = 180 K) and (c) 3 L pure CO on the epitaxially grown Ni(110) 

surface (Tad = 110 K).  

This compilation shows impressively the potential of the bimetallic Ni-Cu surface to tailor the 

CO adsorption energy. However, rather than leading to a continuous shift of the adsorption 

energy for CO on the copper surface with increasing nickel concentration, three new discrete 

adsorption sites are generated. The origin of these peaks will be clarified by DFT calculations. 

Experimentally the adsorption energies for CO on the clean Cu(110) and Ni(110) surface were 

calculated. CO desorbs from Cu(110) with a first order reaction kinetics at around 210 K when 

heated with 2K/s (Θ < 0.5 ML). A desorption energy of 0.6 eV  10% and a pre-exponential 

factor ranging from 1x1013 s-1 to 1x1014 s-1 was reported in the literature [144,145,179].  For CO 

desorption from Ni(110), which takes place at around 420 K for low coverages and a heating rate 

of 2K/s, desorption energies between 1.2 eV [183] and 1.4 eV [167,183] were reported, with pre-

exponential factors ranging from 1x1013 s-1 to 8x1015 s-1. On the average, the correlation between 

the desorption peak maxima Tm and the desorption energies Edes can be quite well described by 

the Redhead formula for first order desorption [21]: 
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We use this formula to determine the desorption energies for the individual desorption peaks 

from the peak maxima Tm observed in our studies: α1 (Cu): 210 K, β1: 250 K, β2: 300 K,  β3: 360 

K and α (Ni): 420 K, assuming a similar desorption kinetics for all desorption peaks. Thus, we 

take an average pre-exponential factor of 1x1014 s-1 for the calculations. The heating rate is β = 2 

K/s. This yields: 

 Edes (α1(Cu)) = 0.61 eV,  

Edes (β1) = 0.73 eV,  

Edes (β2) = 0.88 eV,   

Edes(β3) = 1.06 eV and   

Edes(α(Ni)) = 1.24 eV 

(An error of the pre-exponential factor by one order of magnitude effects the calculated 

desorption energy only by about 0.06 eV). These results will be compared with the theoretically 

calculated adsorption energies. 

7.6 Results of the theoretical calculations 

First of all we will give a summary of our calculations for CO adsorption on the clean Cu(110) 

and Ni(110) surface. For these systems comprehensive experimental data are available for 

comparison with the calculations. We would like to point out that we are well aware of the fact 

that DFT calculations generally yield too high adsorption energies for CO on metal surfaces, due 

to the underestimation of the HOMO-LUMO gap of the CO molecule [175]. For the (111) planes 

of fcc metals in some cases even the adsorption sites for CO cannot be calculated correctly [176]. 

However, for the Cu(110) plane these restrictions seem not to hold [177, 178]. As we will show 

below a quite good agreement between the calculations and the experimental data with respect to 

the adsorption configuration is obtained. Concerning the adsorption energies it should at least be 

possible to calculate the relative trends in the activity of bimetallic systems [165].  
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The adsorption energies for CO molecules are determined by using a (2x2) unit cell with n = 1 - 4 

molecules in the basis, to simulate coverages of 0.25, 0.5, 0.75 and 1.0 monolayers (ML), 

respectively. The adsorption energy of the nth molecule is determined by: 

)( /)1(/ COCuCOnCunCOnth
ads EEEE  

                             (7.2) 

Where CunCOE / is the total slab energy of the substrate with n adsorbed CO molecules, CuCOnE /)1( 

the corresponding total slab energy for (n-1) adsorbed CO molecules and COE  the total energy of 

the free CO molecules. This energy has been calculated as COE =14.8 eV in our study. It should 

be noted that the adsorption energy is negative in case of stable adsorption. In this text, however, 

we use the expressions adsorption energy, desorption energy and binding energy of CO to the 

surface synonymously and use the absolute value of the calculated adsorption energy.  

7.6.1 CO on clean Cu(110) 

Experimentally it is well known that the maximum coverage of CO on Cu(110), at an adsorption 

temperature of 110 K, is 0.8 ML. 0.3 ML desorb at ca. 175 K and 0.5 ML at ca. 210 K [145]. For 

coverages ΘCO ≤ 0.5 ML the adsorption energy was determined to be 0.6 eV  10% 

[144,179,180] and only weakly coverage dependent. The LEED pattern of the 0.5 ML covered 

surface exhibits a weak (2x1) superstructure [144,181]. This information was taken as a basis for 

the modeling.  
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Fig.7.7. Relaxed CO molecule configuration on a Cu(110) surface for a coverage of  0.75 

ML.  A (2x2) surface unit cell was used for the calculations and the molecules in the basis of 

the unit cell are numbered according to their sequential removal. 

Table 7.1: Tilt angles in x-direction and adsorption energies of CO on Cu(110) as a function of the 

coverage for given adsorption sites. Compare with Fig. 7.7. 

Coverage 

(ML) 

Tilt angle in x-direction (º) 

nth molecule/ C-O/ Me-C 

Adsorption energy (eV) 

/( nth molecule) 

0.75  

(long bridge) 

1st 

2nd 

3rd 

35 

0 

-7 

35 

0 

-7 

 0.46 (1st) 

0.75 

(on-top) 

1st 

2nd 

3rd 

0 

0 

0 

0 

0 

0 

0.20 (1st) 

0.50 
2nd 

3rd 

0 

0 

0 

0 
 0.82 (2nd) 

0.25 3rd 0 0 0.94 (3rd) 

 

The adsorption energies and adsorption configurations were calculated for different scenarios: 

In the first scenario two CO molecules (2nd and 3rd molecule) in the surface unit cell were initially 

located on-top and another molecule (1st molecule) at a long bridge site. (The molecules in the 
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surface unit cell are numbered according to their removal from the surface for the energy 

calculations). It should be noted that always several calculations were performed with different 

initial molecule configurations to test the reliability of the calculations for the relaxed final 

configuration.  

In table 7.1 the final CO adsorption configuration (tilt angles between C-O and Me-C in x-

direction) and the adsorption energies for three different coverage regimes are compiled. Tilting 

into y-direction is generally small. The molecule configuration for 0.75 ML CO is shown in Fig. 

7.7. We estimate the numerical uncertainty of the calculated energy values to be about 20 meV 

and the uncertainty of the calculated tilt angles to be about  3°, depending on the corrugation of 

the potential. It turns out that the 2nd and 3rd molecules in the surface unit cell remain located at 

the on-top position after relaxation. These molecules are nearly vertically oriented. (Calculated 

values of tilt angles below 3° have been considered as corresponding to vertical orientation). This 

result is in good agreement with photoelectron diffraction experiments [182] and with other DFT 

calculations [177,178]. The adsorption energy for the molecules with Θ ≤ 0.5 ML is about 0.9 

eV. However, the 1st molecule in the unit cell (total coverage 0.75 ML) rearranges after 

relaxation and becomes strongly tilted. The binding energy for these molecules is 0.46 eV. It can 

be considered as being nearly vertically adsorbed with respect to the (111) facet of the (110) 

plane in a three fold hollow site, and therefore strongly tilted with respect to the surface normal. 

When the 1st CO molecule is initially positioned at an on-top site it remains at this site according 

to the DFT calculations, apparently due to a local potential minimum, but this configuration is 

energetically much less favorable (Eads = 0.2 eV) (See table 7.1). We have also calculated the 

adsorption energies and configurations for the 2nd and 3rd CO molecule in short bridge positions 

and it turned out that the adsorption energies are nearly the same as for the on-top configuration 

(0.9 eV). This shows that only a very weak lateral corrugation of the adsorption well exists along 

the [1-10] direction and that therefore no pronounced superstructure of the CO overlayer forms 

on the surface. This also explains why the experimentally obtained LEED patterns of the (2x1) 

superstructure are generally very weak [144,179].    
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7.6.2 CO on clean Ni(110) 

For CO on Ni(110) a saturation coverage of 1 ML at Tads < 250 K has been determined 

experimentally [168]. The desorption energy remains nearly constant over the whole coverage 

range and the following values for the adsorption energy can be found in the literature: 1.4 eV 

[167], 1.2 eV [183] and 1.0 eV [168]. For coverages above 0.75 ML a tilting of the CO molecules 

by about 19° was determined by ESDIAD measurements [183]. For our calculations we used 

again a (2x2) unit cell with 1 - 4 CO molecules in the basis. The results are compiled in table 7.2a 

and table 7.2b for CO molecules located at on-top sites and short bridge sites, respectively. For 

both configurations we obtain tilt angles which are close to the experimentally obtained 19° for Θ 

> 0.5 ML. However, for the on-top configuration the adsorption energy for coverages Θ > 0.5 

ML (Eads  1.0 eV) is significantly different from that for Θ < 0.5 ML (Eads  1.7 eV). On the 

other hand, when the molecules are located at short bridge sites the adsorption energies change 

only from 1.6 eV at Θ = 1.0 ML to 1.8 eV at Θ = 0.25 ML.  

 

Fig.7.8. Relaxed CO molecule configuration on a Ni(110) surface for a coverage of 1.0 ML.  

A (2x2) surface unit cell was used for the calculations and the molecules in the basis of the 

unit cell are numbered according to their sequential removal. 
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Table 7.2. (a) Tilt angles and adsorption energies of CO on Ni(110) for molecules in on-top 

position. (b) Tilt angles and adsorption energies of CO for molecules in short-bridge position. 

Compare with Fig. 7.8. 

Coverage 
(ML) 

Tilt angle in x-direction (º) 
nth molecule/ C-O/ Me-C 

Adsorption energy 
(eV) 

/( nth molecule) 
 

(a)         1 

1st 

2nd 

3rd 

4th 

-16 
-16 
16 
16 

-19 
-19 
19 
19 

          1.02 (1st) 

0.75 
2nd 

3rd 

4th 

-15 
-6 
18 

-17 
-6 
17 

1.07 (2nd) 

0.50 
3rd 

4th 
0 
0 

0 
0 

1.68 (3rd) 

0.25 4th 0 0 1.70 (4th) 
   

(b)         1 

1st 

2nd 

3rd 

4th 

-20 
-20 
20 
20 

-20 
-20 
20 
20 

         1.61 (1st) 

0.75 
2nd 

3rd 

4th 

-15 
-5 
17 

-16 
-5 
18 

1.59 (2nd) 

0.50 
3rd 

4th 
0 
0 

0 
0 

1.77 (3rd) 

0.25 4th 0 0 1.83 (4th) 

This is in good agreement with the experimentally obtained small coverage dependence of the 

adsorption energy. Thus we conclude that the short bridge configuration is the correct one, at 

least for high CO coverages, as shown in Fig. 7.8. This agrees very well to existing ESDIAD 

[183] and EELS measurements [184]. 
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7.6.3 CO on bimetallic Ni/Cu(110) surfaces 

As already mentioned before, about ½ ML Ni prepared with Ni(CO)4 in Cu(110) is consistent 

with the observed LEED pattern of a (1x2) superstructure. By direct nickel evaporation one can 

of course adjust any coverage and in addition also vary the surface temperature. But also in this 

case the new desorption peaks β1 – β3 are most pronounced at a nickel coverage of about 0.5 ML. 

Thus we have focused our calculations mainly on the bimetallic Ni/Cu(110) surface containing 

0.5 ML nickel. Furthermore, we know that the Ni atoms not necessarily remain adsorbed on the 

surface, but that with increasing surface temperature the Ni atoms start to move into surface and 

subsurface sites of the copper substrate. This has also been demonstrated by using other 

experimental techniques, like HREELS (high resolution electron energy loss spectroscopy) 

[185,186], and theoretically by the first-principles Greens`s function technique [187]. The 

kinetics of subsurface penetration and finally the dissolution into the bulk, however, depends not 

only on the temperature but also on the amount of nickel and on the amount of CO adsorbed on 

the surface, as will be outlined in the discussion.  

Our own DFT calculations also yield an increase of the (negative) total energy of the Ni/Cu(110) 

system when moving the Ni atoms from the adsorbed sites into the in-surface sites (surface alloy) 

and further into the subsurface sites. However, when CO molecules were adsorbed on the Ni 

covered Cu(110) surface, the Ni atoms tend to remain at the surface (see below). 

 We have therefore performed our calculations of CO adsorption on the Ni-Cu bimetallic surfaces 

for different scenarios: i) ½ ML Ni adsorbed on the Cu(110) surface in four fold hollow sites in a 

(1x2) superstructure, ii) A 1:1 Ni-Cu surface alloy with alternating rows of Ni and Cu in [1-10] 

direction, iii) ½ ML subsurface Ni in four-fold hollow sites in a (1x2) superstructure 

configuration, iv) ½ ML Ni forming a mixture of adsorbed and in-surface sites along the [1-10] 

direction, v) ½ ML Ni forming a mixture of in-surface and sub-surface sites along the [1-10] 

direction. It turns out that only for the latter case, a mixture of in-surface and sub-surface nickel 

on Cu(110), the calculated values for the adsorption energies can be best reconciled with the 

experimental data. 
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i.) CO on ½ ML Ni adsorbed on Cu(110) in a (1x2) superstructure 

Again we have used a (2x2) supercell with 1 - 4 CO molecules in the basis and have started with 

various initial CO configurations to find the most favorable final constellation of the molecules 

after relaxation. The values for the adsorption energies and the tilt angles are compiled in table 

7.3 and the ball models for the arrangement of the CO molecules on the bimetallic surface for 

different coverages are depicted in Fig. 7.9 a-d. For all scenarios the common feature is that the 

CO molecules are always attracted to the Ni atoms. In the case of 1 ML coverage half of the 

molecules are located in Ni short bridge positions and they are slightly tilted (3rd, 4th molecule).  

Table 7.3. Tilt angles and adsorption energies of CO on a Ni/Cu(110) bimetallic surface (1/2 

ML Ni adsorbed on Cu(110)) as a function of CO coverage. Compare with Fig. 7. 9. 

Coverage 
(ML) 

Tilt angle in x-direction (º) 
nth molecule/ C-O/ Me-C 

Adsorption energy 
(eV) 

/( nth molecule) 
 

1 

1st 

2nd 

3rd 

4th 

-48 
46 
17 
21 

-12 
10 
7 

-10 

        0.50 (1st) 

0.75 
2nd 

3rd 

4th 

42 
-39 
-12 

-9 
-44 
-10 

0.84 (2nd) 

0.50 
3rd 

4th 
-26 
26 

-25 
25 

1.94 (3rd) 

0.25 4th 0 0 2.21 (4th) 

The second half (1st, 2nd molecule) are located in three-fold hollow sites of the (111) facets of the 

(110) surface and these molecules are strongly tilted (Fig. 7. 9a). It is remarkable that due to the 

strong interaction with the CO molecules the Ni atoms are laterally displaced and they form a 

zig-zag row along the [1-10] direction. The alternating displacement is +0.25 Å and -0.30 Å, 

respectively. The removal of one CO molecule from the unit cell (1st CO), which costs an energy 

of 0.5 eV, leads to a further striking redistribution of the remaining CO molecules (3/4 ML total 

coverage). A quite symmetric situation is established where every second short bridge site is 

occupied by nearly  vertical CO molecules and in between two CO molecules occupy three-fold 
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hollow sites of the (111) facets and are therefore strongly tilted (Fig. 7. 9b). The lateral 

displacement of the Ni atoms is lifted.  

 

 

Fig.7. 9 a-d: Relaxed CO molecule configuration on a Ni/Cu(110) bimetallic surface with ½ 

ML nickel adsorbed in a (1x2) superstructure. (a) 1.0 ML CO, (b) 0.75 ML CO, (c) 0.5 ML 

CO, (d) 0.25 ML CO. 

The desorption energy for the next (2nd) CO molecule is 0.84 eV and the configuration of the 

remaining CO molecules changes again (1/2 ML total coverage). The CO molecules are now 

arranged in short bridge sites of the Ni rows alternately tilted by about 26°. Fig. 7. 9c shows a 

side view of this configuration. This situation is similar to the 1 ML coverage on the clean 

Ni(110) surface. Removing the next CO molecule from the unit cell (3rd CO molecule), which 

costs an energy of 1.94 eV, leads to a situation where on every second short-bridge site of the Ni 

rows a CO molecule is adsorbed in a vertical arrangement (1/4 ML coverage, Fig. 7.9d). The 

desorption energy for these last molecules is 2.21 eV.    
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ii.)  CO on a 1:1 Ni/Cu surface alloy 

The adsorption behavior of CO on the Ni-Cu surface alloy clearly differs from the ad-atom case. 

The adsorption configurations for various CO coverages are shown in Fig. 7.10a-d. 

  

  

Fig. 7.10 a-d. Relaxed CO molecule configuration on a 1:1 Ni/Cu surface alloy                       

(a) 1.0 ML CO, (b) 0.75 ML CO, (c) 0.5 ML CO, (d) 0.25 ML CO. 

The tilt angles and adsorption energies are compiled in table 7.4. In case of the 1 ML coverage 

less CO molecules can be adapted at the Ni rows. Half of the CO molecules are bonded to Ni 

atoms at short bridge sites and they are alternately tilted. The other half of the molecules occupy 

on-top Cu sites and they are also tilted (Fig. 7.10a). 
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Table 7.4. Tilt angles and adsorption energies of CO on a 1:1 Ni/Cu(110)  surface alloy as a 

function of CO coverage. Compare with Fig. 7.10.  

Coverage 
(ML) 

Tilt angle in x-direction (º) 
nth molecule/ C-O/ Me-C 

Adsorption energy 
(eV) 

/( nth molecule) 
 

1 

1st 

2nd 

3rd 

4th 

19 
-18 
-23 
20 

16 
-22 
-18 
19 

          0.38 (1st) 

0.75 
2nd 

3rd 

4th 

23 
-25 
-7 

25 
-19 
-12 

0.82 (2nd) 

0.50 
3rd 

4th 
-21 
20 

-20 
20 

1.73 (3rd) 

0.25 4th 0 0 2.14 (4th) 

The latter molecules are much weaker bound and can be removed first. After removal of the 1st 

molecule (adsorption energy 0.38 eV) the molecules bound to the Ni atoms are only little 

effected. However, the on-top copper bound CO molecules shift to short bridge positions. The 

removal of these (2nd) molecules costs 0.82 eV. For desorption of the remaining, nickel bonded, 

molecules a much higher energy is needed. The adsorption energy of the 3rd CO molecule is 1.73 

eV and of the 4th molecule it is 2.14 eV. 

iii.) CO adsorption on ½ ML Ni in subsurface sites of Cu(110) 

First we have checked the most favorable adsorption sites for CO on the subsurface Ni atoms by 

using a (1x1) unit cell. It turned out that the on-top site is favored (Eads = -0.67 eV) versus the 

short bridge site (Eads = -0.55 eV). This has been taken into account for the following calculations 

where again a (2x2) unit cell with 1 - 4 CO molecules was used. The results are compiled in table 

7.5 and Figs. 7.11 a-d. We start for the 1 ML situation with an initial configuration of CO 

molecules located on each Ni atom in the four fold hollow sites and with CO molecules located at 

the adjacent Cu rows either in short bridge or on-top sites. 
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Fig. 7.11 a-d. Relaxed CO molecule configuration on a Ni/Cu(110) bimetallic surface with 

½ ML nickel in subsurface sites, forming a (1x2) superstructure.                              

(a) 1 ML CO, (b) 0.75 ML CO, (c) 0.5 ML CO, (d) 0.25 ML CO. 

It turns out that all the molecules become slightly tilted but no significant rearrangement of the 

molecules takes place after relaxation (Fig. 7.11a). It is worth mentioning that in this case also a 

non-negligible tilting in the y direction (along the [1-10] direction) shows up. Removing 

successively the CO molecules, first from the Cu sites and subsequently from the Ni sites, yields 

adsorption energies of about 0.5 eV for the first two molecules, 0.72 eV for the 3rd and 1.11 eV 

for the 4th molecule. In all cases, but in particular for the ½ ML situation, a rather unusual tilting 

of the CO molecules in x-direction can be observed, where the C atoms tend to move closer to the 

three fold hollow sites of the (111) facets of the bimetallic (110) surface. This is shown in a side 

view in Fig. 7.11c. 
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Table 7.5. Tilt angles and adsorption energies of CO on Cu(110) with ½ ML Ni in subsurface 

sites, as a function of coverage. Compare with Fig. 7.11. 

Coverage 
(ML) 

Tilt angle in x-direction (º) 
nth molecule/ C-O/ Me-C 

Adsorption energy 
(eV) 

/( nth molecule) 
 

1 

1st 

2nd 

3rd 

4th 

-10 
10 
13 
-8 

-11 
16 
-20 
19 

        0.50 (1st) 

0.75 
2nd 

3rd 

4th 

10 
0 

-11 

12 
-22 
13 

0.52 (2nd) 

0.50 
3rd 

4th 
6 
-6 

-22 
22 

0.72 (3rd) 

0.25 4th -8 10 1.11 (4th) 

iv.) A mixture of ¼ ML adsorbed and ¼ ML in-surface Ni atoms on Cu(110) 

The previous calculations have shown that no good agreement can be obtained between the 

calculated adsorption energies and the experimentally obtained desorption peaks. Therefore we 

have extended our calculations by taking into account a mixture of different nickel sites on the 

Cu(110) surface. A quite obvious arrangement would be that every second Ni atom from an 

adsorbed Ni row moves into an in-surface site. The relaxed configurations of CO adsorption sites 

for coverages ranging from 0.25 ML to 1 ML on such a bimetallic surface are shown in Fig. 7.12 

and the tilt angles and adsorption energies are compiled in table 7.6. Again, for coverages ≤ 0.5 

ML the adsorption energies are about 1.9 eV, which is too large to explain the β peaks.  
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Fig. 7.12 a-d. Relaxed CO molecule configuration on a Ni/Cu(110) bimetallic surface with ¼  

ML adsorbed nickel and ¼ ML nickel in surface sites. (a) 1 ML CO, (b) 0.75 ML CO, (c) 0.5 

ML CO, (d) 0.25 ML CO. 
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Table 7.6. Tilt angles and adsorption energies of CO on a Ni/Cu(110) bimetallic surface (1/4 

ML Ni adsorbed and ¼ ML Ni in surface sites on Cu(110)) as a function of CO coverage. 

Compare with Fig. 7.12. 

Coverage 
(ML) 

Tilt angle in x-direction (º) 
nth molecule/ C-O/ Me-C 

Adsorption energy 
(eV) 

/( nth molecule) 
 

1 

1st 

2nd 

3rd 

4th 

-42 
35 
-9 
0 

-6 
-5 
0 
14 

        0.34 (1st) 

0.75 
2nd 

3rd 

4th 

40 
-15 
0 

-6 
5 

-11 
0.94 (2nd) 

0.50 
3rd 

4th 
-28 
5 

8 
17 

1.88 (3rd) 

0.25 4th 4 6 1.964th) 

v.) A mixture of ¼ ML in-surface and ¼ ML sub-surface Ni atoms on Cu(110) 

Equivalent calculations have been carried out for a bimetallic surface consisting of ¼ ML of Ni 

atoms in surface sites and ¼ ML of Ni atoms in adjacent subsurface sites. The results are 

compiled in Fig.7.13 and table 7.7. At a CO coverage of 1 ML, half of the CO molecules in the 

surface unit cell are adsorbed next to in-surface Ni atoms (4th and 3rd CO) with alternate tilting, ¼ 

are adsorbed on-top of the subsurface nickel (2nd CO) and ¼ occupy on-top sites of Cu (1st CO). 

The adsorption energy of the latter is only 0.45 eV. The removal of the weakly bound CO 

molecules does not influence the molecule configuration of the 3rd and 4th CO, but the 2nd CO 

becomes slightly displaced.  
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Table  7.7. Tilt angles and adsorption energies of CO on a Ni/Cu(110) bimetallic surface (1/4 

ML Ni in surface sites and ¼ ML in sub-surface sites on Cu(110)) as a function of CO 

coverage. Compare with Fig.7.13. 

Coverage 
(ML) 

Tilt angle in x-direction (º) 
nth molecule/ C-O/ Me-C 

Adsorption energy 
(eV) 

/( nth molecule) 
 

1 

1st 

2nd 

3rd 

4th 

0 
0 

15 
-14 

-7 
11 
14 
-18 

        0.45 (1st) 

0.75 
2nd 

3rd 

4th 

0  
19  
-18 

17 
20  
-16 

0.93 (2nd) 

0.50 
3rd 

4th 
22 
-23 

20 
-22 

1.10 (3rd) 

0.25 4th -5 -5 1.65 (4th) 

The removal of this molecule costs an energy of 0.93 eV. Finally, for the removal of the 3rd CO 

molecule an energy of 1.1 eV, and for the 4th CO an energy of 1.65 eV is needed. Apparently, 

these desorption energies coincide best with the experimentally obtained values for the β1-β3 

peaks. Again, we would like to emphasize that for this particular Ni configuration quite 

significant tilting of the CO molecules in the y direction takes place. 
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Fig. 7.13 a-d. Relaxed CO molecule configuration on a Ni/Cu(110) bimetallic surface with ¼  

ML nickel in surface sites and ¼ ML in sub-surface sites. (a) 1 ML CO, (b) 0.75 ML CO, (c) 

0.5 ML CO, (d) 0.25 ML CO. 

7.6.4 Total energies of CO/Ni/Cu(110) systems 

In Fig. 7.14 the total energies of a 5 layer copper slab with a (2x2) unit cell, including 2 Ni atoms 

in various positions and different amounts of adsorbed CO are compiled. From the total slab 

energies, one can determine the thermodynamically stable phases of the CO/Ni/Cu(110) systems. 

The arrangements of the Ni atoms correspond to the scenarios as depicted in Figs.7.9 – 13: 

(ad+ad): Both Ni atoms are adsorbed, (ad+sa): 1 Ni atom adsorbed, 1 Ni atom forming a surface 

alloy, (sa+sa): both Ni atoms are in in-surface sites, (sa+ss): 1 Ni atom in surface site, 1 Ni atom 

in sub-surface site, (ss+ss): Both Ni atoms are located in subsurface sites. (ss+ss1) and (ss1+ss1): 

Ni atoms located in deeper layers.   
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The plotted energies correspond to Etot = Eslab - xECu
bulk , where x is the number of Cu atoms from 

the bulk reservoir that replace Ni atoms from the substrate layers that are put at adsorption sites. 

Thus the energies of the scenarios with a different number of Cu atoms per unit cell are 

comparable. For the first scenario 2 Cu atoms and for the second scenario 1 Cu atom had to be 

removed from the bulk, respectively. Furthermore, 1-4 CO molecules were placed on the 

bimetallic surface as shown in Figs.7.9-13.  

 

Fig. 7.14. Total energies of five-layer copper slabs with (2x2) unit cells, including 2 Ni atoms in 

various positions and different amounts of adsorbed CO. The arrangements of the nickel atoms 

correspond to the scenarios as depicted in Figs. 9–13. It is evident that without CO (upper curve) 

the Ni atoms tend to go into subsurface layers, whereas with adsorbed CO (lower curves) the Ni 

atoms tend to stay on the surface. For details see the text. 

The calculations show that on the clean bimetallic surface the Ni atoms tend to move into 

subsurface states where a local energy minimum exists. However, when CO molecules are 

adsorbed on the surface the Ni atoms tend to be rather stabilized at the surface. This is exactly 

what we have also observed experimentally. One could now argue that the individual β 

desorption peaks are actually the result of the complex interplay between the Ni stabilization by 

CO and the Ni dissolution after partial CO desorption. Although we cannot fully exclude this 

scenario, the experimental data, however, indicate that in the temperature range between 200 K 



   
        

146 
 

and 500 K the arrangement of the Ni atoms in the surface unit cell is not changed considerably. 

This has been checked by various temperature dependent Ni preparations at the copper surface 

and the corresponding influence on the CO desorption. In particular, this can be inferred from the 

simultaneous increase of the β desorption peaks as a function of Ni(CO)4 decomposition (Fig. 

7.2), as well as from the common decrease of these peaks as a function the Ni preparation 

temperature (Fig. 7.4). This indicates that islands of the particular bimetallic surface exists which 

grow during Ni decomposition or evaporation and shrink during sample heating, respectively. 

The CO desorption spectra are then a mixture of desorption from these bimetallic islands with a 

largely stable Ni/Cu arrangement and the clean parts of the surface.        

7.7 Compilation of experimental and theoretical results 

A comparison of the calculated and experimentally obtained desorption energies in table 7.8a for 

the clean surfaces yields that the calculated values are by a factor of about 1.40.1 too large. We 

use this factor to determine the expected calculated values for the β1- β3 peaks from the 

desorption energy as obtained from the Redhead formula (Eq.7.1)and obtain calc
desE (β1) = 1.00.1 

eV, calc
desE  (β2) = 1.20.1 eV and  calc

desE  (β3) = 1.50.1 eV.  

Let us next analyze the calculated adsorption energies obtained for CO on the various bimetallic 

surfaces. In principle, determining the most likely scenario underlying the TD spectra would 

require the evaluation of the barriers for possible exchange processes in the substrate and an 

adequate modeling of these processes within a kinetic treatment. Such an extensive modeling is 

beyond the scope of the present study. 

Table 7.8.a. A comparison of the adsorption energies between theory and experiment. 

Surface/CO(ML) Eads (eV) 

Experiment 

Eads (eV) 

Theory 

 

Cu(110)/0.5 0.61 0.9 Ecal/Eexp≈1.4±0.1 

Ni(110)/ 0.5 1.24 1.8  
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Table 7.8.b. A comparison of the adsorption energies between theory and experiment. 

States/Adsorption 
Energies 

Experimental 
(eV) 

Experimental × 1.4 
≈ Expected (eV) 

Theoretical 
(eV) 

β1 0.73 1.0±0.1 0.93 

β2 0.88 1.2±0.1 1.10 

β3 1.06 1.5±0.1 1.65 

Instead, we sketch the most likely processes based on the energetics of the structure and the 

comparison of the corresponding calculated CO adsorption energies with the observed desorption 

peaks. In case of nickel adsorbed on Cu(110), for a half monolayer coverage in form of a (1x2) 

superstructure as well as for a full nickel monolayer (calculations not shown), the highest 

adsorption energy for CO (Θ = 0.25 ML) is 2.2 eV. This is even larger than the calculated value 

for CO adsorption on the pure Ni(110) sample (1.8 eV). At first glance this seems to be a 

surprising result. However, it has been shown recently that the deposition of a more reactive 

metal (e.g. Ni) onto a less reactive metal substrate (e.g. Cu) makes the overlayer even more 

reactive with respect to CO adsorption [163]. This is explained by the weaker coupling of the 

reactive overlayer to the inert substrate, resulting in a stronger bonding to the adsorbate. Thus, the 

calculated desorption energies for the β1-β3 states can not be correlated with CO bonding to 

adsorbed nickel on the Cu(110) surface.  

The calculated adsorption energies for CO on a 1:1 Ni-Cu surface alloy are similar to that on the 

nickel adsorbed layer. Again, the adsorption energies of 1.73 eV (0.5 ML) and 2.07 eV (0.25 

ML) are too high to explain the β-peaks. On the other hand, the calculation for CO adsorption on 

a subsurface Ni layer (1/2 ML in (1x2) configuration) yields too small values for the adsorption 

energies. In this case for the most strongly bound CO molecules (0.25 ML) an adsorption energy 

of just 1.0 eV is calculated (see table V). 

Reasonable adsorption energies could only be obtained from DFT calculations by assuming a 

mixture of adsorbed, in-surface and subsurface Ni atoms. In particular the arrangement of ¼ ML 

Ni in surface sites and ¼ ML in subsurface sites, as shown in Fig. 7.13, yields a set of adsorption 

energies which are close to the expected ones, as summarized in table 7.8b. The smallest 
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adsorption energy of 0.46 eV for the 1st molecule in the surface unit cell, which occupies an on-

top Cu site, is similar to that of the long bridge adsorbed CO on a clean Cu(10) surface (c.f. table 

7.1). This adsorption energy can be correlated with the α2-peak (175 K) in the desorption 

spectrum (Fig. 7.4). It also explains why this peak does not decrease very much with increasing 

Ni coverage on the surface.  

The adsorption energy for the 2nd CO molecule in the surface unit cell (on-top adsorption at 

subsurface nickel) is 0.93 eV. This peak can be correlated with the β1 desorption peak, with an 

expected desorption energy of 1.00.1 eV. The calculated adsorption energies for the further CO 

molecules in the surface unit cell are 1.1 eV for the 3rd and 1.65 eV for the 4th CO molecule, 

respectively. They can be correlated quite well with the β2 peak (expected value: 1.20.1 eV) and 

the β3 peak (expected value: 1.50.1 eV). It seems that only these special dimers, consisting of 

adjacent in-surface and subsurface nickel atoms, yield adsorption energies which can be 

reconciled with the experimental results. These final results are summarized in Fig. 7.15, where a 

typical CO desorption spectrum is shown and the calculated arrangement of the CO molecules on 

this special bimetallic surface. In addition, the experimental desorption energies of β1- β3 and the 

corresponding calculated adsorption energies are inserted. Please note that in this case the 

calculated values have been divided by the above described factor of 1.4, to account for the 

known overestimation of the CO adsorption energies in DFT calculations. 
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Fig.7.15. Compilation of the experimental CO desorption peaks and the associated adsorption 

sites on the Ni-Cu(110) bimetallic surface, as obtained by DFT calculations. The 

experimental and the theoretical values for the CO desorption energies of the β-states are also 

inserted. Note that the theoretical values are those from Table 7.7, divided by the factor of 

1.4, due to the overestimation of the CO binding energy, as described in the text. 

Calculations for increased nickel coverage (not shown), in adsorbed, in-surface and/or sub-

surface sites always lead to increased adsorption energies for small CO coverage. This is in 

accord with the experimental data for CO adsorption on the bimetallic surface with increased 

nickel coverage, which shows a continuous shift of the β3 state into the α(Ni) state (Fig.7.4). 

However, we never observed a CO desorption peak temperature on the bimetallic surface which 

was larger than that on the clean Ni surface. This implies that at temperatures above 400 K no 

stable thin nickel layer (Θ ≤1 ML) can be preserved on the Cu(110) surface. On the other hand, 

thicker nickel films (Θ >4 ML) remain adsorbed at least during short heating up to 500 K (above 

the CO desorption temperature on clean nickel).  
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7.8 Summary and conclusions  

The adsorption behavior of CO on the bimetallic Ni/Cu(110) surface has been studied 

experimentally by thermal desorption spectroscopy, including Auger electron spectroscopy and 

low energy electron diffraction, and theoretically by DFT calculations. The bimetallic surface 

was produced either by evaporation of nickel or by decomposition of Ni(CO)4 on Cu(110). With 

both methods similar bimetallic surfaces could be obtained. Adsorption of CO on such a 

bimetallic surface yields three new adsorption states with adsorption energies between that on 

clean Cu(110) and clean Ni(110). The desorption peak maxima for CO on clean Cu(110) are 

located at 210 K and on clean Ni(110) at 420 K. The new desorption peaks from the bimetallic 

surface, labeled as β1-β3 , can be observed at 250 K, 300 K and 360 K, respectively. These new 

states are most pronounced when ½ monolayer of nickel is present on the Cu(110) surface. This 

result shows that CO adsorption is determined by local (geometric) effects rather the by long 

range (electronic) effects.  

A great number of DFT calculations, using the VASP code, were performed to identify the most 

probable Ni/Cu atomic arrangement at the bimetallic surface to reconcile with the experimental 

results. It turned out that CO adsorption on nickel dimers consisting of in-surface and adjacent 

sub-surface atoms give the best agreement with the observed experimental data. These results 

should contribute to a better understanding of tailoring catalytic processes with the help of 

bimetallic catalysts. Both the reactivity and selectivity of a catalyst can be influenced in this way 

because generally a specific arrangement of the surface atoms (ensemble) is needed to run a 

catalytic reaction, and appropriate adsorption energies for the reactants have to be available. 
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 Chapter VIII 

8. Interaction of atomic H and CO with Cu(110) and 

bimetallic Ni/Cu(110) 

Investigation of the adsorption and coadsorption of hydrogen and carbon monoxide 

on metal surfaces is of great interest, because both molecules play a fundamental role 

in hydrocarbon synthesis. The coadsorption of two gases has been frequently 

investigated on transition metals both experimentally and theoretically. The general 

conclusion is that carbon monoxide displaces preadsorbed hydrogen from the metal 

surface and blocks further hydrogen adsorption. However, no studies on the co-

adsorption of H and CO on copper surfaces, in particular on Cu(110), are available 

due to the fact that the sticking probability for molecular hydrogen at room 

temperature is exceedingly small. Results on the adsorption/desorption behavior of 

hydrogen and the mutual interaction between adsorbed hydrogen and CO on the 

Ni/Cu(110) bimetallic surface are presented in this chapter. 

8.1. Introduction 

The study of the interaction of CO and hydrogen with the transition metal surfaces is of great 

interest since both gases play a fundamental role in technologically important catalytic reactions 

such as the hydrogenation of carbon monoxide. No studies on the co-adsorption of H and CO on 

copper surfaces, in particular on Cu(110), are available due to the fact that the sticking 

probability for molecular hydrogen at room temperature is exceedingly small. However, atomic 

hydrogen [140,188,189,190] or translationally hot molecular hydrogen [93] can adsorb on copper 

with sufficiently high sticking probability. Since copper is used as a highly specific catalyst for 

the formation of formaldehyde [191] and for the synthesis of methanol [192,193] it is of 

importance to understand the basic processes of the involved species on such a surface. In 

addition to that the tailoring of the turn over frequency and selectivity of catalysts by surface 
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alloying is of great relevance. Therefore, the reaction properties of bimetallic surfaces have been 

the object of increased interest [162,163]. 

Recently we published a combined experimental and theoretical study on the carbon monoxide 

adsorption on a Ni/Cu(110) bimetallic surface [9]. Three new adsorption states of CO have been 

observed with desorption energies between that of CO on clean Cu(110) and on clean Ni(110). 

Since for the proper activity and selectivity of a particular catalyst often very distinct adsorption 

energies are required, bimetallic surfaces can be used to tailor the catalytic properties. Therefore 

this work focuses on the adsorption/desorption behavior of hydrogen and the mutual interaction 

between adsorbed hydrogen and CO on the Ni/Cu(110) bimetallic surface.  

One of the motivations for this work was to search for the occurrence of possible intermediates,  

like COH and HCO, which could be expected in case of atomic H interaction with CO [194]. 

Actually, such intermediates have been frequently discussed in the context of methanation 

reactions [195,196]. Unfortunately, no such reaction products could be observed. However, some 

interesting features of atomic hydrogen interaction with the clean and nickel modified Cu(110) 

surface could be discovered, in particular an H induced surface roughening and a quite unusual 

site blocking for CO adsorption sites by atomic H.  

8.2. Atomic hydrogen and hot molecular hydrogen 

Most experiments on this study were performed using atomic hydrogen and hot molecular 

hydrogen. Therefore, we will first explain how atomic and hot molecular are obtained. Atomic 

hydrogen was supplied to the sample via a doser of the Bertel type [132]. This doser consists of 

an electron beam heated tungsten tube which yields nearly 100% of hydrogen in atomic form at a 

temperature of about 1950 K [133]. Molecular hydrogen at room temperature was dosed with the 

same doser without heating the device. When heating the tungsten tube to 1250 K hot molecular 

hydrogen can be produced which possesses enough translational energy to yield a reasonable 

sticking coefficient on Cu(110) [93]. At this temperature no significant amount of atomic 

hydrogen can be found in the gas beam [133]. For some experiments a tube temperature of 1450 

K was chosen which yields a mixture of hot molecular and atomic hydrogen.   
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For the in-line dosing of H2 an enhancement factor F=5 was experimentally determined, as 

compared to isotropic dosing. The enhancement factor was measured by comparing the H2 uptake 

of in-line dosing and off-line dosing of a Pd(111) surface. The effective exposure due to in-line 

dosing is characterized by Langmuir* (L*). 1 L* is equivalent to the exposure of 5 L [1 L=1x10-6 

Torr·s] as obtained from the isotropic pressure increase and the exposure time. For atomic 

hydrogen dosing it was found that the angular distribution of the effusing hydrogen atoms from 

the tungsten capillary was the same as for effusing molecules [133]. Therefore we can also use 

L* to characterize the number of impinged hydrogen atoms (1H2 = 2H). It turned out that the 

Cu(110) surface was to some extent roughened after atomic hydrogen dosing. To obtain an 

atomically flat surface it was necessary to anneal the sample at 900 K for at least 10 minutes. 

8.3. Adsorption of atomic and hot molecular hydrogen on Cu(110)  

The adsorption probability of molecular hydrogen at room temperature on copper surfaces is 

exceedingly small, due to a rather high activation barrier for dissociative adsorption. Based on 

molecular beam experiments by Anger at al. [93] an activation barrier for dissociative adsorption 

of hydrogen molecules in the vibrational ground state of 0.66 eV was calculated by Jian-Jun et al. 

[197]. However, with hot molecular hydrogen [93] or with atomic hydrogen [189,190] a 

saturation coverage of about  0.5 ML H on Cu(110) can be obtained rather easily. One difference 

between the use of hot molecular and atomic hydrogen is that in the latter case subsurface 

adsorption states can be populated too. In Fig. 8.1 a set of thermal desorption spectra of hydrogen 

after in-line dosing with atomic hydrogen is presented. The spectra are similar to that published 

in the literature, showing the desorption peak for recombination of surface hydrogen (α-peak) and 

the subsurface peak, denoted γ. However, the desorption peak temperature of the α peak (275 K) 

is significantly smaller than that published in the literature (320 K [189,190]), where also atomic 

H exposure was applied. A careful check of the temperature measurement, by comparing with the 

peak maximum of CO from the same surface and the desorption peaks of H2 and CO from an 

epitaxial Ni(110) layer on the same Cu(110) surface (vide infra) confirmed that the temperature 

measurement was correct.  
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Fig. 8.1. A set of hydrogen desorption spectra after dosing a clean Cu(110) surface with 

increasing amounts of atomic H at 130 K. Heating rate: 2 K/s. The exposure due to direct 

dosing of  H is given in L*. 1 L* equals 5 L of isotropic impingement. 

Thus we came to the conclusion that prolonged atomic hydrogen exposure leads to a roughening 

of the surface on the atomic scale, which influenced the desorption peak temperature. Such a 

roughening was also reported, by applying high-resolution energy loss spectroscopy (HREELS), 

for the interaction of H with other metal surfaces, e.g. H/Rh(100) [198], H/Cu(100) [188]. Short 

heating of the sample to 800 K (as done for the TDS series shown in Fig. 8.1) is apparently not 

sufficient to level the surface, but an increase of the annealing temperature just to 900 K leads to 

a smoothing of the surface, as evidenced by a significant change of the desorption temperature of 

the α peak. This is verified in Fig. 8.2. The desorption peaks of traces (a) and (b) stem from hot 

molecular exposure of 1 L* and 10 L*, respectively, after the surface was sputter cleaned and 

annealed for 10 min at 900 K. In this case the peak maxima are around 310 K.  
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Fig. 8.2. Hydrogen desorption spectra after exposing the Cu(110) surface at 130 K to hot 

molecular hydrogen (doser temperature 1250 K) after different surface preparation: Exposure 

to 1 L* (a) and 10 L* (b) after cleaning by Ar+ sputtering at 300 K and annealing at 900 K for 

10 min (flat surface). Exposure to 1 L* (c) and 10 L* (d) after roughening the surface by 150 

L* H, short Ar+ sputtering and short heating to 800 K. 

The peaks of traces (c) and (d) result from the same H exposures as in (a) and (b), respectively, 

but before that the sample was extensively exposed to atomic hydrogen (150 L*), briefly flashed 

to get rid of the hydrogen, sputtered by Ar+ to remove residual C and again briefly flashed to 800 

K. In this case the peak maxima are at around 280 K, as already observed in Fig. 8.1. In all cases 

the cleanliness of the surface was checked by AES. Completely the same difference in the 

desorption peak maxima could be observed for hydrogen desorption between a well annealed and 

a purely Ar* sputter roughened Cu(110) surface.  

A comparison with the literature shows that the peak maximum of 310 K agrees quite well with 

hydrogen desorption after dosing with translationally hot molecular hydrogen [93]. One 

explanation for the discrepancy with the literature could be that in the mentioned work [189,190] 

always high annealing temperatures and rather small H exposures were used, which maintained a 

smooth surface. It is well known that the activation barriers for dissociative adsorption, and hence 

also for recombinative desorption, are decreased at rough surfaces [199]. Thus the difference in 
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the desorption peak temperatures reflects just the difference in the mean activation barriers 

between the flat and the rough Cu(110) surface. A rough estimate of the change of the activation 

barrier for hydrogen desorption, according to the Redhead formula [21], results in a decrease of 

this barrier of about 0.1 eV, by going from a flat to a rough Cu(110) surface.  

One can only speculate as to the origin of the surface roughening due to the impingement of 

atomic hydrogen. Due to the small mass and low kinetic energy of thermalized H the removal of 

copper atoms by momentum transfer is of course impossible. Also the removal of Cu in form of 

CuH following an Eley-Rideal reaction process [200] seems to be highly unlikely. However, it is 

known that the formation and subsequent decomposition of metal hydrides can lead to a 

destruction of the crystal lattice [201,202]. 

A further manifestation of the different effect of H atoms and hot H2 molecules on adsorption on 

Cu(110) is presented in Fig. 8.3, where a doser temperature of 1450 K was chosen, which yields a 

mixture of hot molecular and atomic hydrogen. Spectrum (a) shows the desorption peaks 

following 10 L* exposure, after the surface was Ar+ sputter cleaned and annealed at 800 K. The 

double peak indicates desorption from “rough” and “smooth” areas of the Cu(110) surface. No 

significant subsurface hydrogen is observed. Spectrum (b) was obtained for the same exposure at 

1450 K, but prior to that the surface was extensively exposed to H (100 L*) and then flashed to 

800 K. Now only desorption from the rough surface is observed. In addition to that quite some 

subsurface absorption does already exist. This shows that the activation barrier for subsurface 

penetration is also influenced by the local atomic arrangement on the surface. For comparison 

spectrum (c) shows again the desorption peaks after adsorption of pure H as obtained at 1950 K 

doser temperature. In this case 1 L* is already enough to nearly saturate the surface peak and to 

produce significant amounts of subsurface hydrogen. 



   
        

157 
 

 

Fig.8.3. Hydrogen desorption spectra after exposing the individually prepared Cu(110) 

surface to a mixture of hot molecular and atomic hydrogen, obtained at 1450 K doser 

temperature. (a) Exposure of 10 L* after Ar+ sputtering and heating to 800 K for 10 min. (b) 

Exposure of 10 L* after 100 L* surface roughening and short sputtering and flashing to 800 

K. (c) For comparison exposure of 1 L* atomic hydrogen (obtained at 1950 K) exposed to the 

surface as in (b). (d) Exposure to 1 L* atomic hydrogen after prolonged H dosing (100 L*) 

and short heating to 400 K (C-contaminated surface). 

Spectrum (d) finally shows the hydrogen desorption behavior from a carbon contaminated 

Cu(110) surface. This surface was obtained after prolonged dosing to atomic hydrogen (100 L*), 

without subsequent cleaning by Ar+ sputtering. This leads inevitably to quite some carbon 

contamination. Spectrum (d) was then obtained after flashing the sample to 800 K and an anew H 

exposure of 1 L*. It shows that the surface adsorption states are virtually completely blocked, 

whereas the amount of subsurface absorption was actually increased. In fact, the total amount of 

hydrogen uptake was nearly unchanged. This demonstrates that the sticking coefficient for atomic 

hydrogen on clean and C-contaminated Cu(110) is nearly the same, the hydrogen atoms just 

occupy preferentially the subsurface absorption sites because no surface adsorption sites are 

available. 
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Fig.8.4. Uptake curves for hydrogen surface adsorption (αCu) and subsurface adsorption (γ) 

when dosing the Cu(110) surface with atomic hydrogen, as obtained from the TDS of Fig. 

8.1. 

The hydrogen uptake for the individual desorption states versus atomic H exposure on a clean but 

roughened Cu(110) surface, as obtained from Fig. 8.1, is shown in Fig. 8.4. At around 0.2 L* of 

atomic hydrogen the associative desorption peak from surface sites saturates already, whereas the 

subsurface peak still increases continuously. From the initial slope of the uptake curve the initial 

sticking coefficient can be calculated. Taking a hydrogen saturation of 0.5 ML (Nads.=5.45×1014 

atoms/cm2) for the surface state and an intercept of the initial slope with the saturation level at 

around 0.1 L*, the initial sticking coefficient of hydrogen can be calculated to s0 = 0.38. (Slope 

crossing with saturation level at 0.1 L*, corresponding to 0.5 L, impingement rate per 1 L = 

2.9×1015 H-atoms/cm2). For comparison, a value of s0 = 0.18 was determined by Sandl et al. 

[189].  

Considering the possibly higher roughness of our Cu(110) surface this difference in the sticking 

coefficient is plausible. It is a general rule that the sticking coefficient for dissociative adsorption 

increases with increasing roughness on the atomic scale, due to a decrease of the activation 

barriers for dissociation [199]. Actually, a similar structure dependence has not yet been 

confirmed for atomic hydrogen adsorption on a quantitative level. However, since the excitation 
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of phonons will be one major contribution for energy dissipation of the impinging H atoms [203], 

the specific arrangements of the surface atoms might play an important role for energy 

accommodation. One has to consider that a significant amount of translational energy has to be 

released because the incoming atoms are accelerated in front of the surface by a potential of 

about 2.7 eV (2.25 eV due to ½ dissociation energy of H2 plus 0.5 eV of adsorption energy per H-

atom), in addition to their initial translational energy (Etr = 2kT) of about 0.3 eV, according to a 

doser temperature of 1950 K. But, as pointed out in the literature [204,205], a major contribution 

to the energy dissipation stems from normal to parallel momentum transfer. It can be supposed 

that this momentum transfer is more efficient on a rough surface than on a flat surface. 

From Fig. 8.4 also the coefficient for subsurface uptake can be deduced. Apart from an initially 

faster increase of the subsurface uptake, probably due to the faster uptake at some defect sites, the 

nearly linear increase of subsurface uptake in the used exposure range can be described by an 

uptake coefficient of 1.310-2.  

8.4. Coadsorption of atomic H and CO on Cu(110)  

One of the aims of this work was to gain insight into possible reactions between adsorbed CO and 

impinging atomic hydrogen to obtain hydrocarbons or oxo-compounds. However, no indications 

were found for any reaction products neither during H adsorption at low temperature (130 K) nor 

during subsequent heating in thermal desorption. Nevertheless, some interesting co-adsorption 

behavior of CO and H could be observed. In this experiment a CO saturated Cu(110) surface 

(0.75 ML as obtained after 5 L CO exposure) was exposed to increasing amounts of atomic 

hydrogen at 130 K. Subsequently, the desorption spectra of CO and H2 were recorded, as plotted 

in Fig. 8.5 and Fig. 8.6, respectively.  
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The CO desorption spectra show a quite interesting behavior. Without H post-adsorption the CO 

spectrum exhibits two desorption peaks, α1 at 210 K and α2 at 170 K, respectively, in agreement 

with the literature [144,145]. The α1 peak, which contains 0.5 ML, corresponds to CO molecules 

adsorbed in on-top position, forming a (2x1) superstructure [206]. The α2 peak was attributed to 

CO molecules adsorbed in the pseudo threefold hollow sites of the (111) facets of Cu(110) [9] 

(see Fig. 8.7a), which are therefore strongly tilted. With increasing H post-adsorption the α1 peak 

decreases very quickly whereas the α2 peak is virtually not influenced.  

 

Fig. 8.5. CO desorption spectra after 0.75 ML CO 

pre-coverage on Cu(110) at 130 K and 

subsequent exposure to various amounts of 

atomic H. The heating rate was 2 K/s. The bottom 

curve (dotted line) shows for comparison the TDS 

after saturating the surface with H and post-

exposure of 5L CO. 

Fig. 8.6. H2 desorption spectra after 0.75 

ML CO pre-coverage on Cu(110) at 130 K 

and subsequent exposure to various 

amounts of atomic H. The heating rate was 

2 K/s. 
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Fig.8.7. a) Arrangement of CO molecules on Cu(110) for a coverage of 0.75 ML [9],           

b) Arrangement of H atoms on Cu(110) for 0.5 ML [207,208]. 

An initial “removal coefficient” of 0.06 CO(α1)/H can be deduced from Fig. 8.5, by comparing 

the CO desorption traces for 0 L* and 0.25 L* H post-adsorption. This is a quite surprising result, 

because one would expect that the more weakly bound CO (α2 state) is removed first. This is 

even more surprising because it is known that the adsorbed H atoms occupy preferentially the 

region between the short bridge sites and the pseudo threefold hollow sites of the (111) facets 

[207,208], as sketched in Fig. 8.7b  

There is also the question as to the specific process which leads to the removal of the CO 

molecules by impinging hydrogen. One could speculate about an Eley-Rideal reaction process 

[200] in which a formyl radical (HCO) or even formaldehyde (H2CO) is formed, which could 

immediately desorb from the surface. Actually, no such species was observed in the mass 

spectrum during H dosing, although it could be possible that the sensitivity of the spectrometer is 

just too low to detect such a small amount in the isotropic gas phase. Also during heating of the 

sample after co-adsorption no desorbing hydrocarbons could be detected. That such a direct 

abstraction process can be excluded is also suggested by the complementary experiment, where 

first the Cu(110) surface was saturated with hydrogen  and then 5 L CO was dosed (bottom curve 

in Fig. 8.5). In this case the CO desorption spectrum is nearly the same as that when a CO pre-

covered surface is exposed to 20 L* of atomic hydrogen. This shows that the removal of CO by 

impinging H is not a reaction process, but it is just the result of a competition of adsorption sites.  

a) b) 
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In Fig. 8.6 the hydrogen desorption spectra after the co-adsorption experiments are compiled. The 

double peaks for the α state are not specific for the co-adsorption experiment, they are just due to 

the desorption from smooth and rough areas of the surface, as already discussed before and 

shown in Fig. 8.3 (curve a). Thus, the surface recombination of H is essentially not influenced by 

the pre-adsorbed CO, as one would expect because the CO is already gone at the H2 desorption 

temperature. However, the desorption kinetics of subsurface hydrogen is significantly changed. A 

comparison with Fig. 8.1 shows that the γ state of hydrogen desorption at around 180 K is totally 

suppressed. Hydrogen desorption (probably again from subsurface hydrogen) starts just above 

200 K, after the desorption of CO (α2 state) has ceased. The CO molecules adsorbed in the 

pseudo threefold hollow sites apparently block the recombination of subsurface hydrogen.   

         

Fig. 8.7. c) Arrangement of 0.75 ML CO on the 0.5 ML Ni/Cu(110) surface [9],                   

d) Arrangement of 1.5 ML H atoms on Ni(110) resulting in a (1x2) reconstruction  [214]. 

The evolution of the CO and H coverage following H exposure of a CO saturated surface, as 

obtained from Fig. 8.5 and Fig. 8.6, is summarized in Fig. 8.8. The absolute values of the 

coverage in monolayers was obtained from a de-convolution of the spectra and using the 

literature values for the saturation values of 0.5 ML for the α1(CO) peak [144] and 0.5 ML for the 

α(H2) peak [93]. When ignoring the subsurface contribution, which is seen as a shoulder around 

230 K (Fig. 8.6), the sum of CO and H coverage remains nearly constant throughout the 

hydrogen exposure. This means that 1 CO molecule, namely the on top adsorbed CO, is 

c) d) 
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effectively replaced by 1 H atom, which is most probably adsorbed in short bridge and/or pseudo 

threefold hollow sites.  

 

Fig.8.8. Total coverage of hydrogen and carbon monoxide versus exposure of atomic 

hydrogen on the 0.75 ML carbon monoxide pre-covered Cu(110) surface, as obtained from 

TDS in Fig. 8.5 and Fig. 8.6. 

8.5. Adsorption of atomic H on the Ni/Cu(110) bimetallic surface 

A partially nickel covered Cu(110) surface was prepared by direct evaporation of nickel. The 

amount of evaporated nickel was determined quantitatively by a quartz microbalance. A series of 

hydrogen saturation desorption spectra (atomic H exposure: 10 L*) from a Cu(110) surface with 

increasing amounts of nickel is shown in Fig. 8.9. Nickel was evaporated at 175 K and afterward 

atomic H was exposed at 130 K. Note that a surface temperature of 175 K was chosen for the Ni 

preparation because nickel starts to dissolve in Cu (110) at higher temperatures [9]. Actually, 

after thermal desorption indeed most of the nickel was dissolved. Therefore a new nickel layer 

had to be prepared for each desorption experiment. As a consequence of this, bimetallic Ni-Cu 

substrates will unfortunately not be suitable for real catalytic applications.   
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One can clearly see that on the Θ < 0.15 ML nickel modified Cu(110) surface only the copper 

related hydrogen desorption peaks around 175 K and 280 K are found in the spectrum (curve a, b, 

c in Fig. 8.9). However, the α-peak decreased considerably with increasing nickel coverage, 

whereas the total amount of hydrogen remained nearly constant, due to increased hydrogen 

desorption between 200 K and 250 K. No desorption feature around 330 K was observed, which 

would indicate desorption from nickel sites. Only for increased nickel coverage (Θ > 0.2 ML) a 

nickel related desorption of hydrogen starts to appear. At a nickel coverage of 0.5 ML, where 

LEED shows a (1x2) superstructure, both a copper (270 K) and a nickel (330 K) derived 

desorption peak can be observed.  

With increasing nickel coverage, at around 1 ML of nickel (curve e: 0.85 ML), only a broad 

featureless desorption spectrum, ranging from 160 K – 370 K, exists. For a significantly higher 

Ni coverage (curve f: 3.5 ML), however, the desorption spectrum resembles the hydrogen 

desorption from a pure Ni(110) surface very well [209]. Indeed, the LEED pattern of the 

substrate shows now a sharp (1x1) structure and the Auger analysis confirms already a pure 

nickel surface. Thus it can be concluded that nickel forms a perfect epitaxial film on Cu(110). By 

attributing the saturation of the surface desorption peak for hydrogen on Cu(110) to 0.5 ML, the 

saturation of hydrogen on the Ni(110) surface (curve f) corresponds to 1.39 ± 0.14 ML. This is in 

good agreement with the literature value of 1.45 ± 0.15 ML for H2 on Ni(110) [210]. It is known 

that at H-saturation on Ni(110) a (1x2) LEED structure exists, which is due to a surface 

reconstruction. From quantitative LEED [211,212], helium scattering [213] and recent DFT 

calculations [214] it was concluded that on this pairing row reconstructed surface the hydrogen 

atoms occupy fourfold hollow sites and pseudo threefold sites, leading to a (1x2)-3H structure, 

equivalent to a surface coverage of 1.5 ML (Fig.8.7d).   
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Fig.8.9. Hydrogen desorption spectra from the bimetallic Ni/Cu(110) surface, with varying 

Ni coverage, prepared at 175 K. 10 L* H exposure at 130 K. (a) 0 ML Ni, (b) 0.08 ML Ni,  

(c) 0.15 ML Ni,  (d) 0.50 ML Ni, (e) 0.85 ML Ni and (f) 3.50 ML Ni surfaces. The heating 

rate was 2 K/s. 

How can the experimental results for hydrogen adsorption on the Ni/Cu(110) surface be 

interpreted? The fact that at low Ni coverage (<0.15 ML) no Ni derived surface hydrogen 

desorption peaks can be observed, which would have to be correlated with pseudo threefold Ni 

sites, suggests that in this case the Ni atoms occupy subsurface sites only. From recent DFT 

calculations of CO adsorption on a 0.5 Ni containing Cu(110) surface it was concluded [9] that 

0.25 ML of Ni occupy surface sites and 0.25 ML subsurface sites. One can assume that at a Ni 

coverage of 0.25 ML mainly the subsurface sites will be occupied. This would be in accord with 

the missing Ni derived surface desorption peak. However, above 0.5 ML already surface areas 

should exist containing some Ni trimers, consisting of two in-surface and 1 sub-surface Ni atom, 

which would lead to the hydrogen desorption around 340 K. On the other hand the influence of 

the subsurface Ni atoms is sufficient to suppress the desorption from clean Cu areas and to 

generate new desorption peaks which are similar to subsurface desorption. It is of course not 

straightforward to correlate adsorption states with the desorption peaks because the desorption 

rate limiting factor is the activation barrier for recombination. It is actually this new, Ni induced 
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multidimensional potential energy surface (PES) for recombination of H atoms which would lead 

to the observed desorption spectrum. Only a full molecular dynamics calculation on the ab-initio 

determined PES would allow to simulate the desorption behavior. 

Nevertheless, at a Ni coverage around 0.5 ML, hydrogen desorption from both, Ni (at 350 K) and 

Cu sites (at 270 K), can be observed. Due to the fact that the Ni derived peak is rather broad and 

the Cu derived peak is superimposed on a large background, one could argue that the surface 

alloy is not very well ordered. On the other hand, on a comparable surface alloy, clearly three 

new, distinct CO desorption peaks were observed [9] which were attributed to special Ni/Cu atom 

arrangements, indicating a very local effect being responsible for the desorption energy. 

Apparently, the corrugation of the PES which governs the recombinative desorption of hydrogen 

is more smeared out, leading to the nearly structureless desorption between 0.5 ML and 1 ML Ni 

on the Cu(110) surface. Only at higher Ni coverage, when a nearly perfect Ni(110) overlayer is 

formed, the desorption peaks become again more pronounced. However, the subsurface peak 

from the Ni(110) surface is not as sharp as for a perfect singly crystal surface. It was shown in the 

literature that this peak at around 200 K (called α peak in the literature) depends critically on the 

perfectness of the surface [211,212]. 

8.6. Co-adsorption of atomic H and CO on Ni/Cu(110)  

The coadsorption of two gases is widely investigated on transition metals and bimetallic surfaces 

both experimentally [215,216,217,218,219,220] and theoretically [221,222,223]. The general 

conclusion is that carbon monoxide displaces with the preadsorbed hydrogen from the metal 

surface and blocks further hydrogen adsorption. Finally we have investigated the co-adsorption of 

CO and hydrogen on the Ni/Cu(110) bimetallic surface. The result is shown in Fig. 8.10. First 5 L 

CO were adsorbed on the clean Cu(110) surface at 175 K, which leads to saturation with CO,  

and then 0.5 ML Ni were evaporated onto this surface. We have shown recently [9] that under 

these conditions the new CO adsorption sites (β1- β3) on the bimetallic surface are best 

pronounced, as can be observed in the dashed desorption curve in Fig. 8.10. The reason for that is 

that on a CO covered surface the nickel atoms do not so easily dissolve in the bulk, but they are 

stabilized by CO in the surface near region. When such a prepared surface is exposed to atomic 

hydrogen for 5 L* at 130 K, H2 and CO desorb in a way as shown in Fig. 8.10. The influence of  
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atomic hydrogen dosing on the CO adsorption state α1 is similar to that on the clean Cu(110) 

surface. It is strongly suppressed, whereas the low temperature α2 state is hardly influenced. 

(Unfortunately, the CO desorption spectrum from Ni/Cu(110) for comparison (dotted curve) was 

obtained after adsorption at 175 K. Therefore the low temperature desorption peak α2 does not 

appear in this case). The desorption peaks β1- β3 are also somewhat decreased due to H exposure, 

but they remain still well pronounced. This tells us that the CO molecules adsorbed on the Ni/Cu 

sites (see Fig. 8.7c) are more stable against replacement by H than CO adsorbed on-top of the Cu 

sites.  

 

Fig.8.10. Multiplexed desorption spectra (m=2: H2; m=16: methane, m=18: water, m=28: 

CO, m=32: methanol) after sequenced exposure of a 0.5 ML Ni covered Cu(110) surface to 5 

L CO and 5 L* H. The dotted curve (m=28) shows for comparison the desorption after pure 

CO exposure of the 0.5 ML Ni/Cu(110) surface. 

Associative desorption of H2 from surface sites (280 K) is not much influenced by adsorbed CO. 

The recombination of subsurface hydrogen takes place at a slightly higher temperature (210 K) 

than on the clean Cu(110), but still at a lower temperature than on the CO saturated Cu(110) 

surface. The small peak at 350 K stems from recombination at Ni sites. The difference of the 

CO+H co-adsorption between the Cu(110) and Ni/Cu(110) surface is that in the former case 



   
        

168 
 

hydrogen desorption starts only after CO has already desorbed, whereas in the latter case both, 

CO and H2 desorb concomitantly in the same temperature range. Therefore one could suspect that 

some reaction between these two adsorbed species could take place. However, no such reaction 

products could be observed, e.g. water (m=18), methane (m=16) or methanol (m=32), as shown 

in Fig. 8.10. This just tells us that even on the bimetallic surface no dissociation of CO takes 

place. 

8.7. Summary and conclusions 

The exposure of atomic hydrogen to Cu(110) and to the bimetallic Ni/Cu(110) surface leads not 

only to fast adsorption into surface sites and subsurface sites, but also to some roughening of the 

surface, which results in a decrease of the desorption temperature for surface recombination from 

310 K to 280 K. This is equivalent to a decrease of the activation barrier for recombinative 

desorption by about 0.1 eV. Hot molecular hydrogen, which also sticks with reasonable 

probability, does not go subsurface on Cu(110) and does not lead to significant surface 

roughening. Exposure of a CO saturated Cu(110) surface to atomic hydrogen induces a 

displacement of the on-top adsorbed CO (α1 state), whereas the less strongly bound α2 state is not 

influenced. CO adsorption on the 0.5 ML Ni/Cu(110) bimetallic surface leads to three new, 

distinct adsorption states, with adsorption energies between that on clean Cu(110) and clean 

Ni(110), demonstrating the rather local character of the CO bonding. On the other hand, 

recombinative desorption of hydrogen takes place either at Cu or Ni sites, but the broadening of 

the desorption spectra indicates that the influence of surface alloying is rather a long range effect 

in this case. Unfortunately, no specific intermediates and reaction products between the adsorbed 

CO and the impinging or adsorbed atomic hydrogen could be observed, neither for the clean 

Cu(110) nor for the Ni/Cu(110) bimetallic surface. 
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Chapter IX 

9. Summary 

In this thesis the adsorption- and desorption kinetics of different molecules, namely hydrogen 

(H2), carbon monoxide (CO) and methanol (CH3OH) on Cu(110), Cu(110)-oxygen stripe phase, 

Pd(111) and on the Ni/Cu(110) bimetallic surface have been investigated using several surface 

science techniques. In addition to that, theoretical (DFT) calculations were performed to support 

the experimental results. In the following the most important results are summarized. 

Methanol on Cu(110) and Cu(110)-(2x1)O 

The interaction of methanol with the Cu-CuO stripe surfaces was investigated by several surface 

science techniques, namely thermal desorption spectroscopy (TDS), reflection absorption infrared 

spectroscopy (RAIRS) and reflectance difference spectroscopy (RDS). Although the main 

interest concerned the 0.25 ML oxygen stripe phase on Cu(110), we also performed a series of 

experiments on clean and fully oxygen covered Cu(110) surfaces. TDS revealed that 

recombinative desorption of methanol and water takes place already at temperature between 200 

K and 300 K. Angular resolved thermal desorption spectroscopy of these reaction species shows 

a cosine angular desorption distribution. At temperature around 350 K again methanol and in 

addition formaldehyde and hydrogen desorb, which exhibit a strongly forward focused angular 

distribution. This indicates a quite complicated desorption process, involving high activation 

barriers for the C-H bond breaking, as suggested by recent theoretical calculations. At 450 K 

finally CO2 desorbs. For the Cu-CuO stripe phase the angular distribution of the reaction products 

at 350 K is clearly anisotropic. The desorption distribution along the stripes shows a forward 

focused distribution, whereas the distribution normal to the stripes shows a bimodal shape, 

indicating inclined desorption at the border lines between the Cu and CuO stripes. Exposure of a 

high amount of methanol (50 L) on clean Cu(110) yields to a very similar TDS as on the oxygen 

stripe phase surface, due to the coadsorption of water. This has also been confirmed by RAIRS 

measurements. Temperature programmed RAIRS experiments showed in addition, that the 
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formation of carbon dioxide occurred via a previously unknown formaldehyde and OH 

intermediate on the surface. The initial sticking coefficient of methanol has been determined for 

the clean, partially and fully oxygen covered Cu(110) surface by RDS and TDS. On the clean and 

on the fully oxygen saturated surface the initial sticking coefficient of methanol is very low, but 

on the Cu-CuO stripe phase it is close to unity. In addition, on the well ordered Cu-CuO stripe 

phase, the sticking coefficient of methanol is smaller at 270 K than at 200 K, in contrast to clean 

Cu(110) surface. This situation can be best explained by a precursor assisted adsorption kinetics. 

The RMS displacement of methanol in the precursor state, which depends on the activation 

barrier for diffusion, increases with increasing surface temperature, whereas the life time in the 

precursor, which depends on the desorption energy, decreases.  

Methanol on Pd(111): A quantitative determination of the reaction species and 

co-adsorption with deuterium 

TDS has been used to determine the quantitative amounts of the desorbing reaction products, 

which are in this case methanol, hydrogen and carbon monoxide. The saturation coverage of 

chemisorbed methanol has been determined to be 2.6x1014 MeOH/cm2. However, co-adsorption 

of water and/or hydrogen from the residual gas can block the adsorption sites for methanol, 

therefore, the measured methanol coverage has to be seen as a lower limit. While 62% of the 

adsorbed methanol desorbs associatively, 38% dehydrogenate into hydrogen and carbon 

monoxide. However, no evidence of C-O bond scission could be seen on the clean Pd(111) 

surface. Furthermore, the interaction of pre-adsorbed deuterium and of impinging molecular and 

atomic deuterium with the methanol/Pd(111) system has been quantitatively studied. Since pre-

adsorbed deuterium reduces the probability to form chemisorbed methanol on the surface most of 

the methanol molecules are physisorbed on the surface. The amount of dehydrogenation during 

heating of the sample is also reduced compared with the adsorption on the clean Pd(111) surface. 

Post-adsorption of molecular deuterium on the methanol covered surface does not significantly 

influence the dehydrogenation probability. However, there is again a trend to change 

chemisorbed methanol into physisorbed methanol. In both cases, for pre-adsorption and post-

adsorption of molecular deuterium, no indication of methanol deuteration could be found. On the 

other hand considerable changes in the methanol layer are seen due to atomic deuterium 



   
        

171 
 

exposure. All species of deuterated methanol, from CH3OD to CD3OD, can be observed in the 

TDS. Moreover, the dehydrogenation probability of methanol is increased. Another effect of 

atomic deuterium exposure is the removal of adsorbed hydrogen atoms by an Eley-Rideal 

mechanism. This is particularly effective for pre-adsorbed hydrogen from the residual gas, but to 

some extent also for the dehydrogenated hydrogen atoms 

Nickel carbonyl adsorption on Cu(110) 

Dosing nickel carbonyl (Ni(CO)4) to Cu(110) at 110 K leads to physisorption. The molecules 

desorb again from the surface at around 150 K, exhibiting a zero-order desorption reaction. In 

this case the surface is actually always saturated with a monolayer of CO, because nickel 

carbonyl can only be dosed as a mixture of CO and Ni(CO)4. The evaluation of the desorption 

spectra according to the Polanyi-Wigner equation yields a desorption energy of 0.61 eV. The pre-

exponential factor for nickel carbonyl desorption is 8.2·1018 s-1. This rather large value suggests, 

according to transition state theory, that the entropy change during desorption is rather large, or in 

other words, that the molecules are rather immobile prior to desorption. An interesting feature of 

nickel carbonyl desorption is that the first 10% of a monolayer exhibit a clearly distinct 

desorption peak (γ1), which disappears with increasing coverage and becomes incorporated into 

the emerging main desorption peak (γ2). This is attributed to the weaker bonding of the nickel 

carbonyl monomers to the CO covered copper surface (via three CO ligands) before the 

nucleation into bulk islands starts, where the molecules are coordinated via four ligands. 

Adsorption of nickel carbonyl at temperatures above 180 K leads to decomposition of the 

molecules and to the formation of a CO covered bimetallic Ni-Cu(110) surface. High exposure of 

nickel carbonyl at temperatures at around 300 K finally leads to an epitaxial thick film of nickel 

on Cu(110).  

Carbon monoxide on the bimetallic Ni/Cu(110) surface 

The adsorption behavior of CO on the bimetallic Ni/Cu(110) surface has been studied 

experimentally by thermal desorption spectroscopy, including Auger electron spectroscopy and 

low energy electron diffraction, and theoretically by DFT calculations. The bimetallic surface 
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was produced either by evaporation of nickel or by decomposition of Ni(CO)4 on Cu(110). With 

both methods similar bimetallic surfaces could be obtained. Adsorption of CO on such a 

bimetallic surface yields three new adsorption states with adsorption energies between that on 

clean Cu(110) and clean Ni(110). The desorption peak maxima for CO on clean Cu(110) are 

located at 210 K and on clean Ni(110) at 420 K. The new desorption peaks from the bimetallic 

surface, labeled as β1-β3, can be observed at 250 K, 300 K and 360 K, respectively. These new 

states are most pronounced when ½ monolayer of nickel is present on the Cu(110) surface. This 

result shows that CO adsorption is determined by local (geometric) effects rather the by long 

range (electronic) effects.  

A great number of DFT calculations, using the VASP code, were performed to identify the most 

probable Ni/Cu atomic arrangement at the bimetallic surface to reconcile with the experimental 

results. It turned out that CO adsorption on nickel dimers consisting of in-surface and adjacent 

sub-surface atoms give the best agreement with the observed experimental data.  

These results should contribute to a better understanding of tailoring catalytic processes with the 

help of bimetallic catalysts. Both the reactivity and selectivity of a catalyst can be influenced in 

this way because generally a specific arrangement of the surface atoms (ensemble) is needed to 

run a catalytic reaction, and appropriate adsorption energies for the reactants have to be available. 

Interaction of atomic H and CO on Ni/Cu(110) 

The exposure of atomic hydrogen to Cu(110) and to the bimetallic Ni/Cu(110) surface leads to 

fast adsorption into surface sites and subsurface sites. Unfortunately, atomic exposure also leads 

to some roughening of the surface, which results in a decrease of the desorption temperature for 

surface recombination from 310 K (at the smooth surface) to 280 K (at the rough surface). This is 

equivalent to a decrease of the activation barrier for recombinative desorption by about 0.1 eV. 

Hot molecular hydrogen, which also sticks with reasonable probability, does not go subsurface on 

Cu(110) and does not lead to significant surface roughening. Exposure of a CO saturated Cu(110) 

surface to atomic hydrogen induces a displacement of the on-top adsorbed CO (α1 state), whereas 

the less strongly bound α2 state is not influenced. On the other hand, recombinative desorption of 

hydrogen takes place either at Cu or Ni sites, but the broadening of the desorption spectra 
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indicates that the influence of surface alloying is rather a long range effect in this case. 

Unfortunately, no specific intermediates and reaction products between the adsorbed CO and the 

impinging or adsorbed atomic hydrogen could be observed, neither for the clean Cu(110) nor for 

the Ni/Cu(110) bimetallic surface. 
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