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Abstract of the

PhD Thesis

Structure-to-Property Relationships in Metal/Organic Interfaces

Oliver T. Hofmann
Institute of Solid State Physics, University of Technology, Graz

8010 Graz, Austria

In the growing field of organic electronics, the junction between metal electrode and
subsequently deposited organic material is one of the crucial part determining the func-
tionality and efficiency of devices. In this work, relationships between the structure
and the electronic properties of metal/organic interfaces are investigated. To that aim,
theoretical calculations at the density functional theory level are presented for several
systems and compared to experimental results where available. The studied systems
include strong electron donor molecules, relatively large electron acceptor molecules,
and an organic system which contains a dipolar group which is easily movable. Comple-
mentary studies are performed on all-organic interfaces consisting of covalently bound
weak electron donors and acceptors, as well on three component systems involving metal
surfaces and donor/acceptor charge-transfer complexes. From the information gathered
in these studies, general structure-to-property relationships are formulated and tested
on idealized model systems. In particular, the influence of the adsorption distance be-
tween metal and organic layer as well as the impact of the spatial position of dipole
moments in charge-transfer metal/organic junctions is discussed. Both effects are inves-
tigated jointly in a study of N,N’-dialkylated viologens. Finally, a semi-classical model
is developed which allows the estimation of the work-function modification induced by
the adsorption of planar, π-conjugated molecules on coinage metal surfaces without an
explicit treatment of the actual interface. To that aim, the processes occurring upon
interface formation are revisited. Where possible, classical equations are applied, while
quantum-mechanical effects are accounted for by an appropriate parameterization. The
interdependence of the effects are treated self-consistently. Excellent results are obtained
when applying the algorithm on a test set of more than 30 metal/organic combinations,
with more than 90% of the predicted work-function modifications being within twice
the error of the experiment.
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Kurzfassung der

Doktorarbeit

Structure-to-Property Relationships in Metal/Organic Interfaces

Oliver T. Hofmann
Institut für Festkörperphysik, Technische Universität Graz

8010 Graz, Austria

Die Grenzfläche zwischen Elektrode und darauf aufgebrachtem organischen Material
ist ein wichter, die Effizienz und Funktionalität bestimmender Teil von organoelektro-
nischen Bauteilen. In dieser Arbeit werden Zusammehänge zwischen dem Aufbau und
den elektronischen Eigenschaften dieser Grenzflächen untersucht. Um Einsicht in die
Wechselwirkungen zwischen den Teilsystemen zu erhalten werden Rechnungen auf Basis
der Dichtefunktionaltheorie präsentiert. Soweit als möglich werden die Ergebnisse mit
experimentellen Resultaten verglichen. Zu den untersuchten organischen Molekülen
gehören starke Elektronendonoren, vergleichsweise große Elektronenakzeptoren, und
ein metallorganisches System mit einer im Raum leicht bewegbaren, dipolaren Gruppe.
Ergänzend wurden auch Rechnungen an rein organischen Grenzflächen, bestehend aus
kovalent zu einander gebundenen schwachen Elektrondonoren und -akzeptoren, sowie
an Dreikomponentgrenzflächen bestehend aus Metall und einem Donor/Akzeptor-Salz,
durchgeführt. Aus der in diesen Studien gesammelten Informationen werden generell
gültige “structure-to-property relationships” formuliert und an idealisierten Modellsys-
temen getetest. Insbesondere wird der Einfluss der Adsorptionsdistanz zwischen Metall
und organischer Schicht sowie der Einfluss der räumlichen Position von Dipolmomenten
in Metall / Organik Grenzflächen mit Ladungstransfercharakter diskutiert. Beide Ef-
fekte werden gemeinsam in einer Studie über N,N’-dialkylierte Viologene betrachtet.
Schlussendlich wird ein semiklassisches Modell entwickelt, welches die Abschätzung der
durch die Adsorption von planaren, π-konjugierten Molekülen induzierten Austrittsar-
beitsänderung ohne explizite Behandlung der Grenzfläche erlaubt. Dazu werden die
Prozesse, die bei der Adsorption auftreten, noch einmal im Detail betrachtet. Soweit
als möglich werden klassische Gleichungen zu deren Beschreibung angewandt, während
quantenmechanische Effekte durch Parameterisierung berücksichtigt werden. Die wech-
selseitige Abhängigkeit der Effekte wird selbstkonsistent berücksichtigt. Die Anwendung
des erhaltenen Algorithmus auf ein Testset von mehr als 30 Metall/Organik-System zeigt
ausgezeichnete Resultate, wobei sich mehr als 90% der vorhergesagten Austrittsarbeit-
sänderungen innerhalb des doppelten experimentellen Fehlers befinden.
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1 Introduction

In recent decades the field of organic electronics has gained significant attention in
the scientific community; not only have a myriad of articles been published, but also
whole journals are now dedicated to this particular subject. Possible applications of
organic electronic devices include light emmiting devices (LEDs),[1–3] thin film transis-
tors (FETs), [4–7] and organic photovoltaic cells (OPVs) [1, 8, 9]. In December 2007, the
development has reached a climax with the introduction of the first OLED-TV to the
commercial market by Sony. Nonetheless, there is some consensus in the community
that organic electronics won‘t be replacing inorganic technology anytime soon, if at
all. Rather, organics will find a place beside inorganic, where each technology has its
own strengths: Whereas silicon based devices are in general faster, smaller, and more
durable, organic electronics prove advantageous in cost and mechanical flexibility, and
are hence more suitable for large-area implementations. Potential applications are, e.g.,
low-cost RFID chips, light-emitting coatings in road tunnels, large-scale photovoltaic
cells, electronic paper, or “smart clothing”.

The interface between metal electrode and active material has been recognized as an
important part of the functionality and performance of devices[10–12] and named as area
with large potential of improvement. Especially the injection (respectively, extraction)
of charges ought to be facilitated. To that aim, several strategies have been proposed.
The most popular among them are doping of the electrode by (earth)alkali or halogens
atoms[13–18], or functionalizing the surface with either covalently bound, dipolar self-
assembled monolayers (SAMs)[19–22], or small molecules which undergo charge transfer
reactions with the substrate[11, 23–27]. It is the aim of the present thesis to improve the
understanding of the latter kind of systems. In particular, the electronic structure and
the level alignment at interfaces between coinage metal (i.e., Cu, Ag, and Au) surfaces
and strong electron donor and acceptor molecules are considered. In the course of this
work, several different interfaces are investigated, mainly by means of theoretical meth-
ods. From observations on specific systems, general structure-to-property relationships
are deduced, linking the chemical structure as well as the adsorption geometry to the
work-function of the combined system.

The build-up of the thesis will be as follows: First, in chapter 2 an introduction is
given on the electronic structure of metal/organic interfaces as presently understood in
the literature. This section will be used to define the basics for the following chapters.
In section 2.2, the default methodology used in this thesis in explained. Thereafter, a
brief synopsis of theoretical background of the employed methodology is given. Here,
the focus is not on explaining said methods (since this is done in more detail by text-
books), but rather on the description of their strengths and weaknesses. In this context,
their applicability to the systems in question is critically assessed.

1



1 Introduction

The main part of the thesis will start with chapter 3, in which realistic systems were
analyzed. A large part of this work has been performed in close collaboration with
the Humboldt University of Berlin, where the systems where analyzed experimentally
using ultraviolet photoelectron spectroscopy (UPS), X-ray photoelectron spectroscopy
(XPS), and scanning tunneling microscopy (STM). The section itself is divided into
several subsections: sections 3.1, 3.2, and 3.3 are concerned with electron donors, while
sections 3.4 and 3.5 deal with electron acceptors. Section 3.6 describes the interface
between Cu and GaClPc, a dipolar molecule which undergoes hardly charge transfer at
all. Finally, organic-organic interfaces are also considered: in section 3.7 the studies
are extended to cyclophanes (donor-acceptor complexes which are covalently bound to
each other), and in section 3.8, the effects of sequentially depositing strong electron
donors and acceptors on metal surfaces are described.

From observations on these systems, general structure-to-property relationships can
be deduced, which are tested on more conceptional (and experimentally inaccessible)
systems in 4. In particular, the influence of the adsorption distance, i.e. the distance
between organic material and metal electrode, is systematically investigated (see 4.1).
As a next step, the impact of geometrical distortions upon adsorption and the spatial
position of permanent dipoles is studied (see 4.2). Finally, an attempt to exploit the
new-found knowledge is presented in section 4.3. The next section of the thesis (4.4
demonstrates the proof-of-principle that a semi-empirical non-atomistic model can be
devised in which some of the electronic properties of metal/organic interfaces can be
calculated from gas-phase properties of the organic and parameterized properties of
the metal. Such a method bears the advantage that the relevant parameters can be
calculated on a much faster timescale than the whole interfaces (hours vs. months),
and allows for fast and efficient screening of new potential candidates for interface
modifications.

After a few concluding remarks, the appendix shows some data on how molecules can
be systematically functionalized to tune their properties to given values.
Several parts of this work have lead or hopefully will lead to scientific publications in
peer-reviewed journals. In those cases where I am (or will be) the main author of these
publications, I took the liberty to literally transfer the paper into this thesis; this is the
case in sections 3.1, 4.1, 4.2, and 4.3. In the preface to these sections, the contributions
of the co-authors are clearly listed and the corresponding paper is cited. In papers
where I am not the main author, only excerpts of the paper have been adopted. In
accordance with ethical rules, these are set in quotation marks. Also, a facsimile of the
paper header is included. Of course, also here the contributions of the other authors are
clearly specified in the preface. The relevant sections are 3.2, 3.4, 3.3, and 3.6. Finally,
some parts of this thesis were compiled from reports to the EU-project ICONTROL,
which were co-written with Prof. Zojer and Dr. Rangger, but where the main part of
the content was provided by myself (sections 2.3.5, 3.7, and 3.8.

2



2 Theory and Employed Methodology

The aim of this chapter is to provide the context for the remaining parts of the thesis.
The reader should be given the ability to comprehend the obtained conclusions. At the
same time, information on the employed methodology will be provided. This allows to
reproduce the data, and at the same time avoids multiple repetitions within the following
chapters. The theoretical background of the employed methods will be discussed briefly.
Thereby, the focus will be laid on a discussion on the strengths and limitations of possible
computational approaches, allowing the reader to independently judge the quality of the
obtained results.

2.1 Current Understanding of Level Alignment in
Metal/Organic Interfaces

2.1.1 Preface

In this section, the processes governing the level alignment between coinage metal elec-
trodes and small organic molecules will be discussed. The concepts presented here rep-
resent the current state-of-the-art in literature. Of course, several reviews[10, 11, 28, 29]

on this topic have been written in the recent years, and it would be impossible to give
a comprehensive overview over all them them. Therefore, for the sake of brevity, only
the key aspects are described.

There are three models prevalent in literature. Here, the focus will be laid on ex-
plaining the level alignment in terms of partial charge transfer between organic layer
and substrate, and the dipole moment that arise at the interface. This way of thinking
is also used throughout the thesis, since it is the most appropriate one for strongly
interacting system. The other models prevalent in literature are the induced density of
states (IDIS) model, and the integer charge transfer (ICT) model. Both of them were
developed for weakly interacting metal/organic interfaces. For the sake of completeness,
they are briefly discussed at the end of the section.

Also, please note that this section is an only somewhat extended version of section 4.4,
where the same processes are discussed again as background for the semi-empirical
treatment and parameterization.

2.1.2 Processes at the interface

Partial charge-transfer

For the reader’s convenience, the processes occurring at the metal/organic interface are
discussed sequentially here, i.e., as if one happened after the other. It must be kept in
mind, however, that in reality all processes occur simultaneously and, thus, interfere

3



2 Theory and Employed Methodology

with each other.

Figure 2.1a shows a schematic energy level diagram of a metal surface and molecular
layer not in contact with each other. In this picture, VL denotes the vacuum level, which
is commonly taken as reference point for the energy. Note, however, that VL denotes
the vacuum level close the metal, which is not equal to the VL at infinite distance[10].
The difference between VL at infinite distance at VL close to the metal is due to the
presence of a so-called surface dipole: the electrons of the metal reach farther into space
than the nuclei, which gives rise to a region of negative charge above the top layer of
metal atoms. As long as the distance to the top metal layer is much smaller than the
spatial extent of the surface, the charge-distribution is experienced as periodic sheet
of dipoles[10], which influences the electron potential energy according to Helmholtz
equation (see below. Only for large distances, the charge distribution can be regarded
as point dipole, and the potential decreases with the square of the distance. [10] The
metal work function Φ is given by the difference of the metal Fermi energy (EF ) and the
vacuum level above it. The monolayer is characterized by its highest occupied molecular
orbital (HOMO) and lowest unoccupied molecular orbital (LUMO). The energy required
(gained) by removing an electron from (into) the HOMO (LUMO) corresponds to the
ionisation potential (IP) (electron affinity (EA)). In the hypothetical case of complete
absence of interaction between monolayer and metal, the Schottky-Mott limit applies,
i.e., the respective vacuum levels of the partners align.

As soon as the orbitals of a molecule spatially overlap with the metal electron wave
functions, the electrons of the latter are repelled by the former and ”pushed back” into
the bulk metal, and the surface dipole decreases. This effect, known as ”pushback” or
”pillow” effect, is a purely quantum-mechanic phenomenon: When the wave functions
of metal and adsorbate overlap, the fermionic nature of electrons demands orthogo-
nalization of the orbitals. This induces a shift in the electrostatic potential, ∆ΦPB,
between the partners, as shown in 2.1b, and, as a net-effect, the work function of the
combined system decreases. The pushback effect has been reported to reach significant
values[30–33], sometimes as much as 1 eV.[34] When charge is brought near a metal sur-
face, the substrate electrodes rearrange to screen the charge[35, 36]. As a consequence of
this polarization effect, P, the addition or removal of an electron to/from a molecule is
energetically more favorable on the surface than in gas phase. This manifests itself in
a reduced HOMO-LUMO gap, as shown in 2.1c. Moreover, the orbitals describing the
molecular monolayer form a set of bonding, non bonding, or anti bonding linear combi-
nations with the metal bands. This results in an apparent broadening of the molecular
states, as illustrated in 2.1d. The corresponding peaks in the density of states (DOS) can
be classified as highest occupied π state (HOPS) or lowest unoccupied π state (LUPS).

As soon as the system relaxes into thermodynamic equilibrium, all molecular states
up to the metal Fermi energy are occupied. Therefore, the location of the HOPS or
LUPS with respect to the EF is crucial for the type of interaction happening. If the
LUPS is located below the Fermi edge, charge will be transferred from metal to molecule.
Equivalently, a HOPS above the Fermi level looses electron density. Either way, the
reaction induces charge transfer and hence a bond dipole density per area, µCT /A, which
according to the classical solution of the Helmholtz equation
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Figure 2.1: Schematic representation of interface energetic and level alignment in Metal
/ monolayer junctions. Φ denotes the work function of the pristine metal,
EF the metal Fermi energy, VL the vacuum level. HOMO is the highest
occupied molecular orbital, LUMO the lowest unoccupied molecular orbital.
HOPS and LUPS are the derived peak in the density of states. ∆ΦPB rep-
resents the work-function modification induced by Pauli pushback, while
∆ΦCT corresponds to the work-function modification induced by charge
transfer. Φ′ is the apparent, modified work-function of the combined system.
P and U correspond to the shift of the orbital energies due to polarization
of the metal and charging of the monolayer, respectively. (a): For the hy-
pothetical case of non-interacting partners, the potential well of metal (left)
and monolayer (right) align towards the same vacuum level, VL (straight
line). The work function Φ of the metal is given by the difference of the
metal Fermi level EF and VL. Ionization potential (IP) and electron affin-
ity (EA) are given by the difference of the energies of the discrete HOMO
and LUMO level, respectively, to VL. (b): The pushback effect induces a
shift in the vacuum potential, ∆ΦPB, resulting in a different work function,
Φ′, on one side of the surface. Also, the energy of the orbitals relative to
the Fermi energy is altered. (c): Screening of excess charge near the metal
surface by polarization of the metal electrons decreases the orbital HOMO-
LUMO energy. (d): Due to the interaction, the formally discrete HOMO
and LUMO broadens into a finite density of states, called HOPS and LUPS,
respectively. (e): The low lying LUPS becomes partially filled (indicated by
the partial black area in the graph), inducing a bond dipole which increases
the vacuum level by ∆ΦCT . (f): Charging the molecule changes the orbital
energies relative to the Fermi-energy by U mitigating charge transfer.
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∆ΦCT =
µCT
ε0A

(2.1)

induces a shift in the electron potential energy, ∆ΦCT , as shown in 2.1e. This shifts
the potential landscape of the molecule relative to that of the metal. In equilibrium,
the amount of charge transfer and the resulting realignment of the molecular states are
such that the chemical potential in the partially charged molecule equals that of the
metal. As a consequence of the broadening it is not unusual that the EF cuts through
a peak of the molecular DOS, so that the orbital derived states are only partially filled.
In other words, non-integer net electron transfer is observed also experimentally in
such strongly interacting systems. [24, 37, 38] Upon charging the molecule, the electronic
eigenstates are modified by the charging energy U. This can be qualitatively rationalized
by considering that a molecule with an excess (a missing) electron resists the addition
(removal) of another one, which manifests itself as a change of the orbital energy relative
to the vacuum level, as shown in 2.1f. Note that the sign for U is the same for all orbitals
in the molecule (even σ orbitals), but the magnitude of the effect can differ.[39] Note that
besides charging, also other effects such as adsorption induced geometrical distortions
can contribute to the change of orbital energies. Summarizing, ∆ε, the change in
the orbital energy levels between the Schottky-Mott limit and the actual equilibrium
situation is given by the sum of all aforementioned contributions:

∆ε = ∆ΦPB + ∆ΦCT + U + P (2.2)

and the total work-function modification is given by

∆Φ = ∆ΦPB + ∆ΦCT (2.3)

2.1.3 Alternative Models

Apart from concept discussed above, two other models are prevalent in literature to
explain the charge transfer behavior of metal-organic interfaces.

The Integer Charge-Transfer Model

This model[40, 41] is commonly used to describe experiments on weakly interacting sub-
strates or metals which are passivated by a thin insulating layer of hydrocarbons or an
inert oxide layer. Thereby, it is assumed that the passivating layer reduces the effective
work-function due to Pauli pushback, while at the same time preventing hybridization
of the adsorbates π-states with the metal electrons. The charge-transfer occurs via a
tunneling mechanism. The driving force is the energetic difference between the metal
Fermi-level and the energy of so-called integer-charge-transfer (ICT) levels of the or-
ganic, at which pinning occurs[42]. The integer charge-transfer levels correspond to
(bi)polaronic states, and are denoted as EICT− for negatively charged and EICT+ for
positively charged monolayers. Charge transfer and pinning on these levels occurs only
if EICT+ is located above or EICT− is below the Fermi energy. In all other cases, vac-
uum level alignment is expected. Because these levels are localized on one component,

6



2 Theory and Employed Methodology

Figure 2.2: Schematic illustration of the level-alignment conception in the ICT model
for organic molecules or polymers physisorbed on a substrate surface when
a) ΦSUB > EICT+: Fermi-level pinning to a positive integer charge-transfer
state, b) EICT− < ΦSUB < EICT+: vacuum level alignment, and c) ΦSUB <
EICT−: Fermi-level pinning to a negative integer charge-transfer state. The
charge-transfer-induced shift in vacuum level, ∆, is shown where applicable.
Graphic reproduced from reference [29]

only partial transfer is not possible, i.e., only integer electrons are transferred. As a
consequence, only a fraction of the molecules in the monolayer participate in the redox
reaction. The charge-transfer induced dipole then shifts the vacuum level above the sur-
face according to equation 2.1, thereby inducing a shift in the effective work-function.
ICT states include full geometric and electronic relaxation of the adsorbate, and can
therefore be identified with the adiabatic ionization potential, respectively, electron
affinity. The changed electronic and geometric structure of the charged species affects
the electronic levels compared to the neutral molecule, and as a consequence, new den-
sity of states corresponding to the ICT levels can be sometimes observed in ultraviolet
photoelectron spectroscopy (UPS) experiments[29]. Typically, these levels are shifted
some tenth of eV into the formally forbidden HOMO-LUMO gap[29]. A schematic repre-
sentation of energy-level alignment as perceived in this model can be found in Figure 2.2.

Since the ICT levels are a material property, the effective work-function is indepen-
dent of the Fermi-level of the substrate, provided that it is located sufficiently high or
deep that charge-transfer is triggered. As consequence, each interface effective work
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function will correspond to (i) EICT+ if the Fermi-energy is larger than this value, (ii)
EICT− if the Fermi energy is smaller than this value, or (iii) be equal to the metal
work-function if the Fermi energy is between EICT+ and EICT−. This gives rise to a
“mark of Zorro” graph[29]. Interestingly, a similar dependence is found computationally
for the position of a biphenyl layer on top of gold which has been pre-covered with
self-assembled monolayer to tune its work-function over a range of several eV[43]. The
notion of a constant work-function independent of the metal also complies well with
the work of Rusu[38], which finds the work function of PTCDA adsorbed on a variety of
materials to be roughly constant. Nonetheless, it is also stated within the ICT model
that the levels EICT+ and EICT− cannot be calculated for a single molecule in gas
phase, since they are subject to effects proprietary to metal/organic interfaces, such
as screening of the excess charge on the monolayer. It is also found that these levels
are only clearly separated from the orbitals they are derived from for large conjugated
molecules or polymers. For smaller molecules, they coincide with HOMO and LUMO,
respectively[42], or are at least very close to them[44]

The Induced Density of States Model

This model, which is an advancement of the Unified Defect Model of inorganic/metallic
interfaces, aims at describing the deviation of real interfaces from the ideal Schottky-
Mott limit, in which no interface dipole exists and the metal and the adsorbate share
a common vacuum level. The origin of the deviation is attributed to Induced Density
of Interface States (IDIS), which emerges in the former gap of the organic molecule
upon interaction with the substrate and acts as a “buffer” for the transferred charge.
Consequently, only partial charges are transferred per unit cell. The IDIS are sufficiently
large that a Charge Neutrality Level (CNL) can be defined[45]. This value, which is
closely related to the chemical potential, is obtained by integrating the density of states
up to the point where it contains as many electrons as the nuclei contain charge, i.e.∫ CNL

−∞
DOS(E)dE =

∑
i

Zi (2.4)

In the case of intermediate interactions, the CNL is assumed to become pinned to
the Fermi-energy, in contrast to the polaronic states in the ICT model, or the orbital
themselves as interpreted in this thesis. Because the position of DFT orbitals are patho-
logically incorrect, they are improved by adding an correction term[46]. The screening of
the metal is accounted for by fitting HOMO and LUMO to the experimental gap[45]. To
model the weak interaction with the substrate the IDIS model corrects them by account-
ing for self-interaction via a Greens-function approach[45], extending the methodology
beyond DFT. Although the CNL is sensitive to the position of the orbitals, it is robust
with respect to the metal/molecule interaction, at least for weak and intermediate in-
teractions as, e.g., perylene-3,4,9,10-tetracarboxylic-3,4,9,10-dianhydride (PTCDA) on
Au even at different adsorption distances[45, 47].

The deviation of the interface energetics from the Schottky-Mott limit is quantified
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by introducing a slope parameter, S, given as

S =
dEF
dΦM

(2.5)

A slope parameter of 1 corresponds to perfect vacuum level alignment without the
presence of interface dipoles. It resembles the situation in the ICT model where EF is
between EICT,+ and EICT,−. The other extreme, S = 0, corresponds to rigid pinning,
and is reminiscent of the cases ΦSUB > EICT+ or ΦSUB < EICT−. Typically, the IDIS
model predicts values of S between these limiting cases[45, 47]. Once the IDIS is known,
the S can be calculated using the formula[45]

S =
1

1 + 4πe2D(EF )dA
(2.6)

In this equation, D(EF ) denotes the density of states of the adsorbate at the Fermi-
level, d the adsorption distance, and A the size of the unit cell. It should be noted
that D(EF ) is also sensitive, besides others, to the adsorption distance, i.e. no simple
1/d dependence of Φ is expected. Indeed, S depends sensitively on this parameter. For
the Au/PTCDA interface, between an adsorption distance of 2.8Å and 3.2Å, the slope
parameter changes from 0.12 to 0.16. A serious drawback, which IDIS has in common
with all DFT-based methods, is that the adsorption geometry is hardly ever known
experimentally, and without accounting for dispersion contributions, calculations are
not able to predict it adequately. Nonetheless, the IDIS model has been been successfully
applied to organic materials[45], often predicting ∆Φ within 0.1eV of the experimental
value[47–49]. A recent advancement to this model allows also to calculate the Pushback
effect from the wave-function overlap[34]. Unfortunately, however, this treatment fails
for the model case of benzene on Au(111), where a extraordinarily large work-function
reduction of 2.1eV is predicted instead of the experimental value of ≈1.1eVI.

INote that a reduction of more than 2eV can only achieved by the strongest electron donors in this
thesis (cf section 3.2, although benzene should be chemically inert[50])
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2.2 General Methodology

2.2.1 Preface

In this section, the way routine calculations were performed will be described, with the
aim to avoid multiple repetition in the individual chapters of the thesis.

2.2.2 VASP

Calculations of metals, monolayers and metal/monolayer junctions were mainly per-
formed using the VASP[51–53] software package. VASP is a DFT band-structure code
and employed periodic boundary conditions in all three spatial directions. Surfaces
and interfaces are, however, only periodic in two dimensions (x and y). To break the
periodicity in z-direction, the so-called slab approach was used, as illustrated in Figure
2.3. Thereby, the metal is modeled by a finite number of layers. Generally, 5 layers
are found to sufficiently reproduce the metallic character of the substrate. For inter-
face calculations, the organic layer is bonded to one side of the slab only. The metal
respectively metal/organic system is then separated from its periodic replica by a large
vacuum region. The vacuum must be sufficiently large to prevent overlap of the wave
functions between the unit cells. To be on the safe side, interfaces with flat-lying organic
monolayers were calculated in cell with a height of ≈36Å. Since the metal slab is less
than 10Å large and the adsorption distance of the molecules, even including eventual
bending, never exceeds 5Å, this corresponds to at least 20Å of empty space. For systems
with edge-on adsorbing molecules, which can be several 10Å long, the height of the unit
cell was increased to 50Å by default. Many systems calculate exhibit a dipole moment
in z-direction. In contrast to electron wave functions, which fall off fairy quickly in
space, electrostatic interactions are of long-range nature. To prevent polarization in z-
direction, an artificial dipole layer was introduced in the vacuum region, with the same
magnitude but opposite sign of the dipole moment of the system.

Unless noted otherwise, all calculations employed the GGA-type exchange-correlation
functional PW91[54]. This functional tends to exhibit a bit of overbinding, i.e. it dis-
plays a shallow minimum even between systems which not covalently or ionic bonded.
Since this behavior partly makes up for the lack of van der Waals (vdW) interactions,
it is found to perform well for systems systems where these kind of interactions may
become important. VASP employs a plane-wave basis set. The cutoff value was set to
273.894eV (20Ryd). Interaction between core and valence electrons were modeled by
the projector-augmented wave (PAW) method[55, 56]. In order to work with a constant
basis set, the number of k-points in x- and y- direction was adjusted to the size of the
unit cell, so that number of k-point times length of unit cell (in Å) was roughly equal
to 45Å. The experimental packing of the monolayers is hardly ever known. Therefore,
most calculations assumed a loose packing geometry in a rectangular 5 × 3

√
3 unit

cell (roughly 15 × 15, hence 3 × 3 k-points), to prevent artifacts from incorrect pack-
ing. An example of the unit cell is shown in Figure 2.3. In z-direction, only a single
k-point was used. The k-point mesh was generated according to the Monkhorst-Pack
method[57]. The occupation followed the Methfessel-Paxton scheme[58], with a broaden-
ing parameter of 0.2eV. All systems contained an even number of electrons and were
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Figure 2.3: Schematic setup of a slab-approach calculations

calculated spin-restricted (spin-unpolarized). Calculations performed for a few test sys-
tem confirmed the implicit assumption that the spin-unrestricted solution collapses to
the spin-restricted one (cf. section 3.1). Geometry optimizations were performed using
a damped molecular dynamics scheme. All atoms of the adsorbate and the top two lay-
ers of the metal were allowed to fully relax until the forces acting on them were smaller
than 0.01eV/Å. During every SCF-cycle, the total energy of the system was converged
to 10−4eV. The optimizations were performed in Cartesian space. Additionally, it was
ensured that the dipole moment was converged to 10−5 eÅ. This was mostly done by
setting the minimum steps of the SCF cycle sufficiently high. Only at the end of this
work I modified the VASP code to directly control the dipole convergence via the key-
word DDIFF, as described below. To determine the relative alignment of the levels, the
density of states (DOS) has been projected onto spheric harmonics around the atoms of
the organic layer. These projections are termed PDOS. If the PDOS contains all atoms
of the organic substrate, the levels correspond to the sum of all molecular orbitals (in
the LCAO sense). This special case is called MDOS. Integrating the MDOS over a
given energy range yields the spatial electron density distribution. Such a plot is called
local density of states (LDOS). The LDOS can also be exploited for the simulation of
scanning tunneling microscopy (STM) experiments. Here, the approach of Tersoff and
Hamman was used[59]. In this model, the states probed by the STM tip are given by
the integration of the DOS between the tip bias and the Fermi level. The tunneling
current is then assumed to be proportional to the overlap between the probed states
and an s-type orbital located at the hypothetical STM tip. To obtain a more realistic
description of STM images, the tip was modeled as an extended object of 69 s-type
orbitals arranged in a cone-like manner. The diameter of this structure is 2.1Å with an
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Figure 2.4: Section of the studied HV0 monolayer on the Au(111) surface. The gray
lines indicate the 5 × 3

√
3 unit cell. Only the top metal layer is shown for

the sake of clarity.

height of 0.8Å. More details on the tip construction are given in reference [60].

Modification to VASP 5.2 for automatic dipole convergence

Like all other SCF algorithms, VASP minimizes the energy until a certain convergence
threshold is reached. Unfortunately the dipole moment - which is often the more impor-
tant quantity for our work - converges slower than the energy, and is thus often not yet
converged when the calculation stops. Therefore, VASP 5.2 was modified to include an
INCAR-tag which ensures dipole convergence as well.

The dipole convergence can be independently activated in all 3 spatial directions, as
well as for the total value. To activate the convergence, simply include the tag(s)

DDIFFX = threshold DDIFFY = threshold DDIFFZ = threshold DDIFF = threshold
in the INCAR file, where threshold is the convergence criterion desired. DDIFF

refers to the difference of the dipole moment total length (root of sum of squared of the
individual components) between the current and the last SCF step. DDIFFX, DDIFFY
and DDIFFZ refer to the difference of the dipole moment in x-, y-, and z-direction,
respectively. If no such entry exists in the INCAR file, a default value of 100eÅ is
assumed. This value is chosen deliberately large enough so that it is always fulfilled,
i.e. the dipole convergence is de facto inactivated. The sequence in which the tags are
included into the INCAR file matters not.

One should be aware that the dipole is still a very unsteady quantity - its difference
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might fall below the threshold for a step or two, but increase again later. It is therefore
suggested to choose the threshold about one order of magnitude lower than the actual
accuracy desired. Also, keep in mind that the threshold is in units of eÅ, not in eV,
and therefore must also be adapted to the size of the system.

For example, assume the work-function modification is desired with an accuracy of
0.01eV in a 5 × 3

√
3 unit cell. Here, the conversion factor between dipole and work

function is ca. 0.8. Thus, the desired threshold is 0.01 / 0.8 = 0.0125.
The modifications can be found in the following files, where they are marked by

the comment “Added by OTH” Base.inc Main.F Reader.F Electron.F Electron OEP.F
Electron all.F Electron lhf.F

2.2.3 SIESTA

SIESTA[61], much like VASP is also a band-structure DFT program employing periodic
boundary conditions in all three spatial directions. Unlike VASP, however, SIESTA
employs a linear combination of atomic orbitals (LCAO) basis set, which is beneficial
for analysis when information about specific orbitals is desired. The prime example
of this analysis is the molecular orbital density of states (MODOS), which contains
the contributions of each molecular orbital to the total DOS. By integrating these up
to the Fermi energy, the occupation of each orbital is obtained. The result yields
the occupation of this orbital in electrons. The original version of Nelin et al.[62] was
modified by Lorenz Romaner[63] so that the total charge of the system, obtained by
the sum of all electron occupations minus the core charges, corresponds to a Mulliken
type analysis[64]. Therefore, the MODOS is subject to the same flaws as the Mulliken
analysis:

• Occupations may be larger than 100% or smaller than 0, which is unphyiscal.

• Electrons associated with basis functions on different centers are divided equally
between the partners.

• Since the basis set is incomplete, basis functions on one component 1 can con-
tribute to describe the electron density on system 2. In this case, the electron is
attributed to 1, even though it effectively belongs to 2.

A more general drawback common to most population analysis is that the dipole
moment is typically not conserved. In the bachelor thesis of Bernhard Kretz, several
charge partition schemes (Mulliken, ESP[65], APT[66], and NBO[67]) were investigated
for typical organic compounds. The dipole moment was only conserved for ESP charges
(which are designed to fit the electrostatic potential around the molecule). For all other
cases, large quantitative deviations were observed. In some situations, even the direction
of the dipole moment was wrong! Of course, there is no correct way to partition the
charge in a quantum-mechanical system, since charges of subsystems are not physical
observables. In fact, there is no physical law governing where one subsystems ends and
the other starts, and therefore, any partition between them must to some extent be
arbitrary. It should therefore be kept in mind that molecular or atomic charges are
auxiliary quantities and should not be interpreted too strictly.
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It should also be pointed out that in SIESTA, a slightly different methodology than
in VASP was used. Since the PW91 functional is not implemented, the PBE[54, 68]

functional was used. The pre-supplied double-zeta quality basis set DZP was employed.
The core electrons were modeled by pseudo potentials, which were generated accord-
ing to the Troullier-Martins scheme by Gerold Rangger[69] and Matthis Gruber[70]. No
artificial dipole is available in the versions used throughout this thesis to prevent po-
larization of neighboring unit cells. Nonetheless, it was shown that when using the
geometry obtained from the VASP calculations, the differences in the density of states
is negligible between the two software packages[63].

2.2.4 Gaussian03

Single molecule calculations were performed using Gaussian03[71] (G03). Unlike the two
aforementioned codes, Gaussian employs open boundary conditions, i.e. is able to treat
the molecule as a isolated moiety. Although G03 is in principle able to employ periodic
boundary conditions as well, this feature has not been tested or used in this work. For
standard calculations the hybrid functional B3LYP was employed together with the
basis set 6-31+G*. The diffuse functions in these basis sets are necessary to account for
loosely bonded electrons when calculating the electron affinity via the ∆SCF approach
(see below). For this method, average unsigned errors below 6 kcal/mol (0.26 eV) and
below 4 kcal/mol (0.17 eV), respectively, were found[72]. It has been reported that
electron affinities (EAs) are in many cases computed too positive[73], while ionisation
potentials (IPs) are often too small[74].

Whenever possible IPs and EAs were calculated explicitly, i.e., by subtracting the
total energy of the neutral species from the energy of the charged radical ion:

IP = E(cation)− E(neutral)

EA = E(anion)− E(neutral)
(2.7)

Since a full SCF calculation is performed for both the charged and the neutral species,
this is called the ∆SCF approach. Please note that the definition employed for EA here
- charged minus uncharged - yields the opposite sign of the definition of EA suggested
by the IUPAC[75]. Unless noted otherwise, all IPs and EAs are calculated as vertical
values, which means that for the charged systems the optimized geometry of the neutral
moiety is used. In a few cases, the adiabatic values will be discussed, which are obtained
by full optimizing the molecule in both its neutral and its charged state.

Typically, no symmetry constraints were employed in order to prevent bias of the ge-
ometry optimization. Frequency calculations were performed for all obtained structures
to ensure that a minimum on the potential energy surface was found, i.e., no decrease
of energy with respect to any vibrational degree of freedom is possible. Calculations
of neutral molecules were performed spin-restricted, while the radicals were computed
spin-unrestricted.
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2.3 Theoretical Background and Critical Assessment of the
Employed Methodology

2.3.1 Preface

In this section, a synopsis of the methods employed throughout this thesis will be
given. It is, however, not the intention to provide the reader with a sound theoretical
basis on quantum-chemical methods. There are numerous textbooks more suited for
this purpose. Rather, the focus will be laid on strengths and weaknesses, and in the
following it will be assumed that the reader is familiar with the concepts of quantum
mechanics and at least the ideas of the Hartree-Fock method.

The introductory parts of this section have been created with the use of Refs. [76–78].

2.3.2 Basis sets

A common feature of all methods in quantum chemistry is that the wave-functions of the
electrons are expanded in some kind of finite basis set II. Several different schemes for
this expansion have been proposed, each with their own merits and drawbacks. In this
thesis, plane wave (PW) basis sets and linear combination of atomic orbitals (LCAO)
basis sets are employed. On the matter of basis sets, a paper by Georg Kresse[79] reads:

”
local basis sets are often viewed with suspicion in the community applying plane

waves basis-set superpositions ([because of] basis-set superposition errors), and likewise,
the pseudopotential approximation and related methods are viewed as an unnecessary
approximation for light elements by quantum chemists“.

The fact that both methods are employed in this work highlights its strong interdis-
ciplinary character. In the next two subsections, the merits and drawbacks of PW and
LCAO will be discussed with regard to the problems dealt with in this thesis.

Plane Waves

One method popular in solid-state physics is to expand the wave function in a set of
plane waves (PWs). These kind of functions inherently fulfill the Bloch condition[80].
Moreover, they bear the advantage of being easily integrated in reciprocal space (k -
space), which significantly speeds up calculations. Of course, in practical applications
only a finite amount of plane waves can be used. Their number is given by the so-called
cutoff energy, i.e. all plane waves with an energy smaller than this energy are included.
As the cutoff energy it the only quantity determining the quality of the basis set, plane-
wave calculations can be systematically improved, and it is guaranteed that the result
converges to the complete basis set limit. Since these functions are always orthogonal to
each other, linear dependencies which complicate the optimization problem can never
occur. The number of plane waves is also independent of the number of electrons in the
system, which precludes basis set superpostion errors (BSSEs)[79] (see below).

IINote that for a number of reason this includes also typical density functional theory calculations,
which are usually depicted as a non-wave-function-based method.
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The main drawback of PWs is that, to describe quickly varying electron density, the
wavelength of the PWs must be sufficiently small, i.e. a larger number of plane waves is
necessary. This problem is encountered mainly in the core region of the atoms, which,
fortunately, doesn‘t participate in chemical reactions. The remedy is thus to separate
core and valence electrons. While the latter are described by PWs, the former are
taken to account by, e.g., a pseudopotential. Pseudopotentials can be defined as “[...]
any potential which does not have bound core states but gives the same valence state
energies than the ’real’ potential”[81]. In other words, a pseudopotentials models the
influence of the core electrons on the valence electrons, without explicitly calculating
them in the actual calculation. As a result, the number of PWs necessary to obtain a
well converged result is significantly reduced.

The most prominent advantage of PWs when dealing with solid state bodies, namely
their periodicity, turns into a disadvantage as soon as non-3D-periodic systems are of
interest, such as single molecules. In principle, it would be possible to treat a single
molecule in gas phase when using a complete basis set. In practice, however, PWs usu-
ally cannot deal with non-periodic boundary conditions. To simulate such situations,
periodic supercells are used, i.e., the molecule is treated in a unit cell just like any solid
body. To avoid interaction between the (unwanted) periodic replicas, the molecule is
surrounded by a sufficiently large amount of vacuum. Hereby, the vacuum must not
only be vast enough to prevent overlap of the wave function between neighboring cells,
but also to prevent mutual polarization due to electrostatic (multipole-multipole) inter-
actions. Especially the latter decay slowly with the intermolecular distance. Including
empty space in plane-wave calculations is problematic insofar as additional basis func-
tion are needed to ensure that the electron density is zero there, which adversely affects
the computational effort. The issue affects all bodies with a periodicity in less than three
dimensions. For 2D-periodic systems, such as the metal/organic interface dealt with in
this thesis, the problem of dipole-dipole interactions can be eliminated by inserting a
virtual dipole layer with the same magnitude, but opposite sign into the vacuum region.
It should be emphasized here that the problem of multipole-multipole interaction is not
directly related to the employed basis set, but a general problem of 3D-periodic cal-
culations. Other problems connected with periodic systems (and, hence, plane waves)
include the inability to correctly calculate the energy of charged cells[79, 82](thus prevent-
ing the explicit calculation of ionization potentials and electron affinities via the energy
differences of the charged and the neutral species) and the currently high computational
demand for the evaluation of the exact exchange integral in reciprocal space[83].

Linear Combination of Atomic Orbitals

In computational chemistry, the linear combination of atomic orbitals (LCAO) basis
set is more commonly employed. As the name indicates, the basis functions are based
on so-called atomic orbitals, although they are not exact solutions to the Schrödinger
equation of any specific atom. For the sake of efficient integration, atomic orbitals are
often expressed as a linear combination of Gaussian type orbitals centered on the nuclei.
Gaussian type orbitals are essentially Gaussian functions multiplied with a spherical
function to account for the symmetry of the corresponding electron. Of course, only
one function per electron is strictly necessary to describe the system. It turned out,
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however, that the description is substantially improved if more than one function is
provided. Such basis sets, also called extended basis sets, are typically denoted as N
zeta basis sets, with N being double, triple, etc., depending on the number of basis
functions per electron. Typically, this treatment is only extended to valence electrons.
To allow for a suitable description of effects perturbing the symmetry of the electron
distribution, polarization functions consisting of Gaussian Type Orbitals of higher angu-
lar momentum are often added. Another way to augment the basis is the introduction
of diffuse functions, which are Gaussian Type Orbitals reaching particular far out into
space. While necessary to account for, e.g., weakly bound electrons, self-consistent field
cycle including basis sets with diffuse functions tend to converge very slowly.

The main advantage of LCAO basis sets - apart from needing much fewer functions
than a plane wave (PW) basis set - is that molecular orbitals can be directly obtained,
which are a concept deeply rooted in chemistry and facilitate analysis of the generated
data. For light elements there is also no need to employ any kind of approximation for
the core electrons, and all-electron calculations are feasible. The emphasize there lies on
light elements (which usually include all atoms at least up to Ar). Heavier elements, in-
cluding the coinage metals, possess too many inert core electrons to justify their explicit
calculations in view of the added computational effort. Also, for elements heavier than
Ag, relativistic effects become important[84] for the inner electrons. Since inclusion of
relativity in actual calculations adds a significant computational overhead, the solution
is to employ effective core potentials (ECPs), similar to the pseudopotentials used in
PW calculations. LCAO calculations are not restricted to periodic boundary conditions,
and are therefore better suited then PW basis sets to calculate charged components or
employ methods including exact exchange.

Unlike for PWs, there exists no systematic way to improve a given basis set. Of
course, by virtue of the variational principle adding any function to a given basis set
will result in a lower, and hence ”better” total energy. However, it is possible to generate
imbalanced basis sets: When using too many functions with a high angular momentum,
the optimizer might make use of them to account for deficiencies of the basis with
lower momenta, thereby introducing artifacts in the electron distribution.[77]. Also,
unless the new function is made orthogonal to all other functions already included
in the basis set, it cannot be guaranteed that the basis will eventually converge to
the basis set limit. The largest drawback of LCAO basis sets is, however, the basis
set superpostion error (BSSE). The BSSE arises from the fact that the number of
basis functions is dependent on the number of electrons and that the basis functions
are centered on the nuclei, making the quality of the basis geometry dependent. It
describes the problematic that the basis functions centered on one part of the system
can be used to improve the description of the electron distribution in other regions. As a
consequence, interaction energies between two closed shell species (e.g., of metal/organic
interfaces) are overestimated, and the bond length between them is computed too small.
To obvious remedy for this problem is to improve the basis set size, as for a complete
basis set, the BSSE vanishes. However, this approach is often impracticable due to
the large computational cost associated with large basis sets. Alternative, approximate
ways to correct for the BSSE have been devised[85]. The perhaps most widespread of
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them is the Counterpoise correction[86], which is explained and used in section 2.3.4.

2.3.3 Density Functional Theory

Introduction to DFT

The original idea of density functional theory (DFT) was to optimize the electron density
of the whole system at once, rather than to calculate the total wave-function. Indepen-
dent of the size, the electron density can always be described with a set of 4 coordinates
(three spatial plus the spin), whereas the traditional wave-function based approach re-
quires the same number of coordinates for each electron. Hohenberg and Kohn demon-
strated that for non-degenerate ground states, each electron distribution yields a differ-
ent, unique ground-state energy[87]. As a direct consequence, the electron density with
the lowest ground-state energy must be the solution to the quantum-mechanical problem
at hand. The functional connecting energy and electron density is called density func-
tional. In analogy to the Hartree-Fock formalism, density functionals can be separated
into four parts: the kinetic functional, the Coulomb functional, the exchange functional,
and the correlation functional. Unfortunately, for the true many-body electron density,
none of these four are known exactly. Early functionals for the kinetic energy were ob-
tained from the expression of the kinetic energy in a non-interaction, uniform electron
gas[88]. Unfortunately, it turned out that this approximations yields very poor results.
Ironically, the solution to this problem was to re-introduce one-particle wave functions,
the Kohn-Sham (KS) orbitals[89]. These orbitals represent hypothetical, non-interacting
one-particle wave functions, which are constructed under the constrain that the sum of
all one-particle densities (obtained by the square of the wave function) gives the correct
many-body electron density. For these auxiliary functions, the exact kinetic energy
functional can be formulated. It must be emphasized, however, that unlike the orbitals
in Hartree-Fock theory, where the orbital energy is directly related to electron affinity
or removal energies via Koopmans theorem[90] KS orbitals bear no physical meaning,
apart from the highest occupied molecular orbital (HOMO)[91]. Nonetheless it is cus-
tomary in literature to interpret the KS eigenvalues as one-particle energies[92]. Indeed,
strong correlations between the eigenvalues and ionisation potential (IP), respectively,
electron affinity (EA) are often observed (see, e.g., refs. [93, 94]).

The Coulomb functional can be given by the classical expression for the electrostatic
interaction between charged particles. In a quantum-mechanical system, however, it is
impossible to differentiate between the electrons. Therefore, this term usually included
the interaction of each electron with itself, which is unphysical. In Hartree-Fock theory,
this is no problem, as this additional termed is canceled by a corresponding term in
the exchange part. In DFT, however, there is no guarantee for cancellation. This leads
to the so-called self-interaction error (SIE). The problems arising from this error are
discussed in more detail in section 2.3.3.

Exchange and correlation functionals are often treated together (and are called exchange-
correlation functionals, Exc). Nonetheless, they are commonly implemented separately,
and some software packages (e.g., Gaussian03[71]) allow almost arbitrary combinations
of them. In principle, since orbitals are already introduced for the kinetic energy, it
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would be possible to also calculate the exchange part exactly (which means using the
formula from Hartree-Fock theory). Interestingly, though, this gives poor results, the
reason being that the KS orbitals are not entirely the same as their HF counterparts[95].
Unfortunately, the functional shape of the correct Exc is not known, but if it was, the
results produced by DFT would be correctIII. The employment of various levels of
approximations is the origin of the existence of many flavors of DFT. Indeed, the imple-
mentations of the kinetic and the Coulomb functional are common for all functionals,
and only Exc differs. Exchange-correlation functionals are developed by accounting for
physical and mathematical conditions (although it is also not uncommon that some of
these are violated). Additionally, many of functionals are also high-level experimental
or theoretical data. In the following, a brief summery on the ideas of the most impor-
tant functionals will be given.

The local density approximation (LDA) calculates the exchange and correlation
energies according to the limit of an uniform electron gas. This assumption is valid
in systems with only slightly varying electron density, e.g. in some metals. The xc-
functional depends only on the local electron density. The correlation functional has
been fitted to high-quality Monte Carlo data, and according to its “inventors” (Vosko,
Wilk, and Nusair) is called the VWN functional. Indeed, the VWN functional has be-
come so popular among the LDA methods that these name are used interchangeably.
LDA overestimates the bond strength (“overbinds”), which is sometimes exploited to

“mimic” van-der-Waals interactions[96, 97].

To account for strongly oscillating electron density that molecules and interfaces re-
semble, generalized gradient approximation (GGA) functionals were developed.
In addition to the local electron density, these methods also include its gradient, making
them semi-local. In this field, no particular function distinguishes itself. Within this the-
sis, two GGA-functionals were employed, PW91[54] and PBE[54, 68]. In general, GGA
functional are known to underbind. Most interface calculations in this work feature
PW91, since it has been shown that it performs slightly better for these calculations
than other GGA functionals[60, 98]. PBE is of similar nature than PW91. Unlike the
latter, however, it does not predict an artificial bond between non-covalently bound
systems[99], and is therefore a natural starting point for improved functionals (see, e.g.,
the discussion of van-der-Waals interactions in the next section).

For small molecules, substantial improvements are made when using hybrid func-
tionals, which mix a fraction of the Hartree-Fock exchange into Exc. Although several
different hybrid functionals are in use, the one that is arguably most popular due to
the good results it produces is B3LYP[100–102]. B3LYP is a clearly empirical functional,
where the 3 parameters determining the amount of exact exchange, GGA-type exchange,
and LDA-type exchange were determined by fitting to experimental data. Despite its
great success, this functional does violate a physical boundary condition, since it does
not satisfy the uniform density limit[103]. As a consequence, it performs poorly for bulk

IIIActually, the reason for this is that correlation is defined as the difference between the Hartree-Fock
results and the correct solution. Consequently, any solution with includes full correlation by definition
yields the exact result.
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metals[83]. For interfaces, the situation is less clear. Although the adsorption process
itself is well described, the properties of the surface are not, and it is generally recom-
mended to use, e.g., HSE06 rather than B3LYP[104]. It should be remembered, however,
that including exact exchange is tedious in plane-wave calculations[78], and it needs to
be questioned whether the result cost justifies the increased computational.

Advantages and Limits of DFT

The large popularity of density functional theory (DFT) can be attributed mainly to
the low computational expense of this method. As of today, systems involving up to
1000 atoms can be treated within adequate time. At a cost no higher than Hartree-
Fock calculations, DFT includes at least partly electron correlation and is therefore in
principle more accurate. Indeed, for many situations it performs as well or better than
the post-Hartree-Fock methods MP2[105] or coupled cluster[106]. Additionally, even the
empirical DFT functionals are sufficiently general to be applied to almost any system,
in contrast to true semi-empirical methods which are restricted to the classes of systems
they were parameterized for IV.

Of course, there are also some serious disadvantages. The perhaps most obvious
shortcoming is that DFT is a ground-state method, and as such incapable of dealing
with excited states. For optical transitions, this problem can be overcome by performing
time-dependent density functional theory calculations. There, the molecule is perturbed
by an external electromagnetic field and the response of the electron density is moni-
tored. The wavelength at which the electron density oscillates in resonance with the
field corresponds to an optical excitation. However, it is still impossible to find the
electron density of excited states (in particular of states with the same symmetry as the
ground state), and therefore some properties remain elusive.

Apart from this fundamental issue, there are also some other failures of DFT (or,
more exactly, the currently employed approximations in DFT), which are of funda-
mental relevance to the work presented in this thesis. The one limit that has drawn
a lot of attention recently is the poor performance for van-der-Waals type interac-
tions. While typically not of particular importance for single molecule calculations,
van-der-Waals is the main binding force for molecular crystals. It can be expected that
it plays a significant role in metal/organic junctions, since, on one hand, the organic
monolayers represent a 2D case of such a molecular crystal. On the other hand, the
contact area between organic layer and metal can be pretty large, especially for the
charge-transfer monolayers considered in this thesis. It has been estimated that the
inclusion of van-der-Waals interactions significantly affects the tilt angle of covalently
bound anthraceneselenolate layers[97], which directly affects interface properties such as
the effective work-function. Romaner et al. also demonstrated that perylene-3,4,9,10-
tetracarboxylic-3,4,9,10-dianhydride (PTCDA), a well-known electron acceptor, does
not exhibit any binding to the underlying substrate without accounting for van-der-

IVFor example, semi-empirical methods can not be used to predict surface properties, since not
enough high-quality data are available for parameterization.
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Waals interactions[99]. The main reason here is that van-der-Waals interactions are of
non-local nature, and as such not adequately captured by (semi)local functionals. In
the meantime, truly non-local functionals have been developed (vdW-DF)[107], which
were also applied to metal/organic interfaces[96, 99], albeit with limited success. Another
approach is to correct the total energy by a summation of dispersion energy contribu-
tions between all atoms in the system[108, 109]. An advantage of the latter approach
is that it can be connected to several different functionals, and that it requires little
computational overhead. Unfortunately, however, the screening of the van-der-Waals
forces by the bulk metal is not accounted for, thereby introducing a severe error in
the computation[110]. An extensive review on the possibilities to include this kind of
interaction in DFT calculations, as well as its relevance for metal/organic interfaces,
can be found in ref. [110]. Unfortunately, none of the above mentioned methods were
available in our group until recently. Therefore, most calculations had to be performed
without accounting for van-der-Waals interactions. A notable exception is part of the
work shown in section 4.4. For this work, it was also necessary to generate our own set
of parameter for Au, as outlined in section 4.4.8

Another issue it the already previously mentioned self-interaction error (SIE). Un-
like in Hartree-Fock theory, the exchange part does not fully correct for the Coulomb in-
teraction of an electron with itself. This results in too high energies for occupied orbitals.
Another consequence is that the density of states calculated with DFT does not agree
well with data obtained by photoelectron spectroscopy, unless stretched and shifted. To
make matters worse, this effect is not equal for all orbitals. Rather, it depends on their
localization, since for more delocalized orbitals, the average distance is much larger[111].
Qualitatively wrong results may arise when localized and delocalized orbitals interact
with each other[111]. It was also observed (by David Egger and Ferdinand Rissner) that
the ordering of the frontier orbitals can be affected. For charge-transfer systems, this
can lead to significantly wrong electron distributions. As the SIE favors delocalized
electrons, partial is favored over integer charge transfer. This is particularly problem-
atic for asymmetric systems AB, which do not dissociate to neutral components A+B
at infinite distance[112–114]. A similar effect can be observed for charged homoatomic
molecules[115]. Generally, long-range charge transfer is overestimated[116].
symmetric systems AB, which do not dissociate to neutral components A+B at infinite
distance[112–114]. A similar effect can be observed for charged homoatomic molecules[115].
Generally, long-range charge transfer is overestimated[116].

It can be shown that for isolated systems, the total energy with respect to the number
of electrons should be a piecewise linear function, exhibiting a discontinuity in its deriva-
tive at integer orbital occupation numbers[117]. However, the expressions for LDA or
GGA type functionals lack this derivative discontinuity[111]. Like the SIE, the lack
of derivative discontinuity results in an artificial thus an overestimation of the charge
transfer, which has been demonstrated, e.g., for molecular systems polarized by an
external field[118]. The same effect can be held responsible for the deviation of DFT im-
plementations from Janaks theorem[91], which - for the exact density functional - equals
the negative highest occupied molecular orbital (HOMO) eigenvalue to the molecular
ionisation potential (IP). Since current functionals average over the discontinuity[119],
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the HOMO differs from the IP by approximately 50% of the effect of the derivative
discontinuity[120], which can easily be of the order of several eV[120, 121].

Another important aspect concerning metal/organic interfaces is the absence of long-
range screening in DFT calculations[35, 36], called the Newns-Anderson effect[99, 122].
This effect describes the fact that charge above a metal surface, i.e. in the form of
a molecule cation or anion, is screened via electron rearrangements in the metal, which
result in a screening potential equivalent to the hypothetical formation of image charges
in the bulk. As a consequence, the energy required to charge a molecule near a metal
is smaller than in gas phase. In other words, both the ionization potential and the
electron affinity are reduced near the surface, which results in a larger reactivity of the
interface. The lack of long-range screening in the calculation are a source of under-
estimation of charge-transfer in metal/organic systems. Hence, it partly counteracts
overestimation caused by the self-interaction error and the lack of derivative discontinu-
ity. A significant part of the success of DFT calculations for metal/organic interfaces
can by ascribed to this cancellation. It should be stressed, however, that unlike the
SIE and the lack of derivative discontinuity, the Newns-Anderson effect is dependent on
the distance between the reaction partners, which somewhat biases calculations where
the same interface is considered with different adsorption distanced between metal and
organic layer.

With all these restrictions, limits and drawbacks in mind, one might arrive at the con-
clusion that DFT is not well suited to describe molecules on metal surfaces. However, at
present date DFT is the only method which can perform geometry optimizations for peri-
odic systems with the size of metal/organic interfaces in reasonable time; all other meth-
ods include exact exchange and are thus too costly. It should also be stressed that DFT
results compare surprisingly well with experiments, especially as far as the work-function
modification is concerned[24, 97, 123, 124]. Also the experimental error is typically quite
large, and even for the well-investigated system of perylene-3,4,9,10-tetracarboxylic-
3,4,9,10-dianhydride (PTCDA) on Ag(111), work-function modifications differing by
more than 0.2eV have been reported[99]. Finally, in the long run it is the aim of all
the calculations presented here to extract general relationships and trends governing
the interface energetic. Due to the similarity of the systems, it can often be expected
that the errors introduced by employing the approximations made within DFT largely
cancel, as explained in the appropriate section.

2.3.4 Møller-Plesset perturbation theory

Introduction to perturbation theory

Another concept to treat electron correlation is to include it perturbatively. The pre-
requisite for this idea is that (i) the unperturbed system can be solved and that (ii) the
perturbation is relatively small. Then, the Schrödinger equation

ĤΨ = EΨ (2.8)

can be expended in a Taylor like series with
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Ψ = λ0Ψ0 + λ1Ψ1 + λ2Ψ2 + λ3Ψ3 + ... (2.9)

E = λ0E0 + λ1E1 + λ2E + λ3E + ... (2.10)

Here, λ is the perturbation parameter, and the subscripts to Ψ and E denote the
order of the perturbation. Truncating the expansion after the zeroth order corresponds
to the Schrödinger equation for the unperturbed system. Choosing the sum over the
Fock operators as the unperturbed Hamilton leads to the Møller-Plesset perturbation
theory (MP)[125]. Although this choice frequently violates the assumption that the per-
turbation must be small, it bears the advantage of leading to a size-consistent methodV.
Size-consistency means that the joint calculation of two non-interacting subsystems
gives the sum of the energies of the individual systems, which is a natural prerequisite
for the calculations of, e.g., adsorption energies. Due to the choice of the Hamilto-
nian, the unperturbed wave-function corresponds to the ground-state solution of the
Hartree-Fock equations. The perturbation functions are connected to Slater determi-
nants describing excited states. Thereby, each wave function includes excitations up to
its order, i.e., the second-order wave function contains double excitations, the third or-
der contains double and triple excitations, and so on. Unfortunately, the computational
cost increases fairly rapidly as Mn+3, with M being the number of electrons and n the
order at which the theory is truncated. MP4, i.e. fourth order MP, thus scales as M7

and is only applicable to the smallest systems. Routine calculations for more realistic
systems, which typically include on the order of 30-50 atoms, can only be performed
at the MP2 level. Nonetheless, even at this truncation already 80%-90% of electron
correlation are included (although its effects are typically overestimated), and MP2 is
the most economical ab initio method for the inclusion of dispersion interactions[77].

Regarding the systems of interest, the main drawback of MP2 is that it can only be
applied to non-periodic systems. In reciprocal space, the evaluation of several integrals
is tedious and time-consuming, and it is unlikely that periodic system containing more
than a few (speak one to three) atoms per cell can be calculated at the MP2 level
anytime soon[126]. As a workaround, the system can be modeled non-periodically by a
single molecule on a metal cluster. However, this approach bears several disadvantages.
For one, a metal cluster will always display a finite gap between its occupied and
unoccupied states[127], thus not being really metallic. As such, the substrate does not
exhibit a density of states in the direct vicinity of its Fermi level, which will affect the
energetic of the charge transfer processes. Also, due to the lack of electrons, the Fermi
level in a finite cluster is more easily varied due to “doping” by charge-transfer processes.
Moreover, it can be expected that the binding energy between metal cluster and organic
adsorbate will be severely overestimated[128] due to the overestimation of correlation, the
small energy differences in the orbital energies for pinned systems[11, 129] which appear in
the denominator in MP2, and due to unsaturated bonds on the borders of the cluster.
Non-periodic calculations also fail to take into account that the metal/organic bond
is part of an infinitely extended sheet of dipoles, thus neglecting the (de)polarization

VNote that density functional theory (DFT) is size-consistent, too
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induced by neighboring molecules, as well as the step in the vacuum potential that
is induced by such a 2D-structure, but not by a single dipole[129]. Finally, as MP2
calculations are often required to employ linear combination of atomic orbitals (LCAO)
basis sets, it is subject to basis set superposition errors, as explained in section 2.3.2.
Despite all these drawbacks, in order to get a feeling for how MP2 calculations perform
for systems of interest in this work, a test system (F4TCNQ on Cu(111)) has been
investigated.

A comparative study of MP2 and DFT: F4TCNQ on Cu(111).

In order to assess the quality of MP2 calculations, it was decided to model adsor-
bate/metal systems with finite clusters, employing both DFT and MP2. The results
are then compared to DFT band structure calculations and to experiments. For prelim-
inary investigations, the system 2,3,5,6-tetrafluoro-7,7,8,8 tetracyanoquinodimethane
(F4TCNQ) (structure see Figure 2.5 on Cu(111) was chosen, since both experimental
and theoretical data were available[24, 124]. This system is known to be strongly binding,
so DFT can be expected to give reasonable results. Hence it is possible to evaluate
the principal differences between these methods, before more complicated systems are
considered. Since MP2 scales with the 5th power of the number of electrons, it is abso-
lutely necessary to keep the metal cluster as small as possible. In turn, the binding sites
between metal and molecule will be at the edge of the cluster, where also most spin
density is collected. Although this system is comparably small, geometry optimization
turned out to be impossible, as even the single point calculations took more than a
week. It was therefore necessary to employ converged geometries obtained from band
structure DFT calculations made earlier[24], as well as to make use of symmetry where
possible. Several authors before successfully described similar, smaller systems using
either density functional theory or MP2. Noteworthy among them is, e.g., the work of
Crispin et al.[127], where systematically the influence of the cluster size has been inves-
tigated. It was found, that for acrylnitrile on Cu(100), a 9 atom metal cluster is large
enough to give converged results for the work function[130]).

Methodology. All band structure calculations were done by Lorenz Romaner using
the VASP software package, using a set of 3x3x1 k-points and convergence criteria of
10−2 eV for the energy and 10−4 eV for the gradient. The PW91 exchange correlation
functional was employed. Details of these calculations, as well as the corresponding
XPS / UPS experiments have been published elsewhere[24, 124]. All finite cluster based
calculations were performed using the Gaussian03[71] software package. To create a
suitable geometry, the converged geometry of F4TCNQ the band structure calculation
was taken. The relaxed metal slab was substituted by an unrelaxed one in order to by
able to make use of Cs symmetry (i.e. one mirror plane cutting the system in half along
the long axis of F4TCNQ). In an attempt to reduce the system to a suitable size, all
except the two uppermost layers where completely removed. From the remaining metal
atoms, all atoms not positioned directly below the molecule or at positions possibly
binding were removed. During the removal process, it was made sure that (i) the Cs
symmetry is conserved and (ii) an even number of metal atoms survived, to prevent the
need to employ spin-unrestricted methods. The resulting metal cluster consists of 32
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Figure 2.5: Geometry of F4TCNQ on a Cu(111) cluster. (a) front view, (b) side view,
(c) top view. In (d), the structure of F4TCNQ is shown.

Cu atoms and is shown in Fig. 2.5.
For both DFT and MP2 calculations, the LANL2DZ basis set was employed. This

double zeta basis is qualitatively comparable to 6-31G*, but replaces the inner electrons
of the metal atoms by effective core potentials. To perform the correction for the
basis set superposition error, calculations with the joint basis were performed. For
calculations of the metal slab or the molecule alone, the respective other system was
replaced by Ghost atoms (using the Element-Bq syntax). This way, only the nuclear
charge and the corresponding number of electrons are removed from the system, while
their basis functions are kept. Also the element information, which is part of the
grid construction, is retained[131]. To be consistent with band structure calculations,
the exchange-correlation functional chosen for the DFT-calculations was pw91pw91, as
implemented in Gaussian03.

Results and Discussion

The Metal Cluster. A finite ensemble of 32 atoms was used to emulate the infinite
bulk. In order to estimate the quality of this approximation, the work function of the
cluster is determined for both DFT and MP2 and compared to the experimental value.
In the infinite metal, the work function is defined as the energy needed to remove or
add an electron into the bulk and hence equal to the chemical potential µ. This roughly
corresponds to the average of the ionization potential IP and the electron affinity EA
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of finite molecules, which in the limit of a semi-infinite system ideally should be equal.
For a finite size cluster however, it is unlikely that both properties already converged
to the same value. Nonetheless, the chemical potential should already be close to the
bulk work function. To estimate the work function of a cluster, it is therefore necessary
to calculate the chemical potential µ as the average of ionization potential and electron
affinity.

µ =
IP + EA

2
(2.11)

In principle, IP and EA can be estimated from the orbital eigenvalues of HOMO
and LUMO via Koopmans theorem[90]. To obtain more reliable data, IP and EA were
also calculated explicitly by adding and removing one extra electron, respectively. This
pathway requires two additional open shell calculations, which are quite computer time
intensive. To keep it at a reasonable scale, such calculations were only done using
restricted open shell algorithms(indicated by the prefix RO). Inserting the definitions
of IP and EA into the formula for the chemical potential yields:

µ =
E(cation)− E(anion)

2
(2.12)

.
The results obtained for the chemical potential of a 32 atoms Cu cluster with different

methods are given in Table 2.1.
In all finite cluster calculations, MP2 as well as DFT, severely underestimate the

work function. In general, MP2 performs only modestly. Despite its significantly higher
demand of computer time, it is off the experimental value by about 1 eV when calculat-
ing IP and EA directly. Estimating the work function via Koopmans theorem is even
worse and gives unsatisfactory results, as does the calculation via Hartree-Fock energies.
DFT cluster calculations, in contrast, approach the experiment within roughly half an
eV. It can be expected that the failure to quantitatively describe the work function in
the calculation is to some extent due to the neglecting of the surface dipole, which in-
creases the work function in experiments. Note that the periodic slab calculation, which
includes the surface dipole correction, is in very good agreement with the experimental
value.

Table 2.1: Chemical potential for a 32 atom Cu cluster calculated with different methods
and experimental work function for bulk Cu(111)

Method µ (eV)

HF (explicit) 2.39
MP2 (Koopman) 2.73
ROMP2 (explicit) 3.74
RODFT (explicit) 4.17
DFT periodic slab (VASP, PW91) 4.86
experimental work function ≈ 4.8
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The combined system One important property of these systems is the binding energy
between molecule and surface. It is well known that DFT fails here in some cases, even
qualitativelye.g. [132]. Here, the binding energy ∆EBind is defined as

∆EBind = E(combined)− E(metal)− E(molecule) (2.13)

E(Bind) is the energy of the system with the adsorbed molecule, E(molecule) and
E(metal) are the energies of the molecule and metal, respectively, both fully optimized.
Unfortunately, the basis set of molecule and metal are far from complete, and, therefore,
the basis set of one part can help to compensate for the incompleteness of the other.
Hence, it is necessary to account for this basis set superposition error. The simplest
method to do so - and the most popular - is the so called Counterpoise correction[86].
This requires some additional calculations: the energies of the molecule and the metal
in the basis set at the geometry of the combined system using ghost atoms, and the
calculation of their energy at the combined system geometry with only their own basis.
The Counterpoise basis set superposition error (BSSE) is then given by

ECP = E∗(metal)− E(metal) + E∗(molecule)− E(molecule) (2.14)

The asterisk denotes that ghost orbitals are included in the basis set, and the geom-
etry of molecule and metal are kept equal to that of the combined system. The total
interaction energy, corrected for the BSSE is given by the binding energy minus the
Counterpoise energy:

∆EBind,CP = ∆EBind −∆ECP (2.15)

It should be kept in mind that the BSSE calculated this way is only an estimate, and
neither an exact number nor an upper or lower bound. The corrected obtained binding
energy must, therefore, also be regarded as estimate. The results of the calculations are
given in Table 2.2.

Changing from periodic slab calculations using a plane-wave basis set to a finite cluster
with a pseudopotential-augmented atomic centered basis set reduces the binding energy
by ≈0.35 eV. (Note that it was estimated that the cluster would be overbinding, not
underbinding). In a first guess, this could be attributed to the decreased contact surface
between organic molecule and cluster, compared to the fully periodic slab. Alternatively,
the reduction could be blamed on the incomplete basis set, or a severe overestimation of
the BSSE by the Counterpoise scheme. Against the prior assumption, the introduction
of electron correlation energy via MP2 does not increase binding energies over DFT,
but in contrast, reduces it by more than 1 eV! One should, however, keep in mind that

Table 2.2: Calculated binding energies and Counterpoise BSSE correction for F4TCNQ
on Cu(111) using DFT and MP2

Method ∆EBind (eV) ECP (eV) ∆EBind,CP (eV)

DFT (cluster) -3.54 -1.29 -2.25
MP2 -5.05 -4.13 -0.92
DFT (periodic slab) -2.6
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no geometry optimization at the MP2 level has been performed, while all calculations
were done at the minimum of the DFT periodic slab calculation, rather than at its own
minimum geometry. Although this does favor the DFT calculation, it is unlikely that
it alone can account for the large energy difference. Another important observation is
that the BSSE correction for MP2 is 4 times larger than the effective binding energy.
It must be kept in mind that the Counterpoise corrections gives only an estimate of
the BSSE, and in other words is not exact. This is particular problematic here: if the
true BSSE is 20% larger than estimated by the Counterpoise scheme, than there would
be no binding at all. Conversely if the BSSE is underestimated by 20%, the binding
energy would double. Summerizing, the large value for the BSSE makes it impossible
to confidently draw physical insight from the MP2 calculations.

2.3.5 Configuration Interaction and Complete Active Space

Introduction Configuration Interaction Methods

An alternative method to include correlation energy, i.e. to obtain a total energy that
is closer to the correct energy than the Hartree-Fock result, is to expand the wave
function in more than one Slater deterimant. Because every determinant correspond
to a specific electron configuration, this method is called configuration interaction (CI).
A convenient way to obtain (and, later, truncate) the configurations is to perform a
Hartree-Fock calculation and treat the resulting wave-function as first approximation
to the ground-state determinant. By taking none, one, two, etc. electrons and dis-
tributing them into the virtual orbitals, singly, doubly, etc. excited determinants are
generated. There are two approaches that need to be distinguished. In typical configu-
ration interaction calculations, all determinants are obtained by a single Hartree-Fock
(or similar) calculation, and only the expansion coefficients are optimized. In multi
configuration self consistent field (MCSCF) calculations, the expansion coefficients and
the orbitals are simultaneously calculated.

For systems with more than just a few electrons, the number of excited determinants
becomes quickly very large. For N electrons ans 2K spin orbitals, there are(

N

n

)(
2K −N

n

)
(2.16)

n-tuply excited determinants. The equation also shows that the effort does not only
increase factorically with the number electrons, but also with the size of the basis set
(which determines the number of available spin orbitals). Hence, the expansion into
a set of determinants must be truncated in some way. There are two approaches to
achieve this goal, which are often employed together.

The most intuitive way to limit the number of determinants is to include them only
up to a certain level of truncation. Indeed, it can be theoretically deduced that for
ground state properties the majority of the correlation effects are captured as soon as
doubly excited determinants are included. Singly exciter determinants are typically also
included, mainly because there are only few of them, which leads to the CISD method.
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Calculations including higher level excitations are computationally very expensive, and
typically only performed on very small system to serve as benchmark for other, more
approximate methods.

Another often invoked approximation is no neglect the impact of the core electrons
and focus on the valence states instead, which are more important for the chemistry of
the problem at hand. In this approach, only excitations including pre-specified occupied
and virtual states are allowed. This is called the restricted active space method. Typi-
cally, the active space encompassed only a few frontier orbitals, i.e. the highest occupied
and lowest unoccupied orbitals. Unfortunately, it is often difficult to judge beforehand
which orbitals are important for the process to be described by the calculation, and if rel-
evant orbitals are left out of the active space, qualitative wrong results can be obtained.
Another problem concerning MCSCF calculations is that during the optimization of the
orbitals, their relative ordering can change, rotating them in and out of the active space.

The main advantage of CI methods is that it gives the wave function sufficient flexi-
bility to allow bonds to change their nature. A classical example here is the dissociation
of H2. By construction, the ground state determinant used for the Hartree-Fock cal-
culation enforces that both electrons are in the bonding orbital. Therefore, even at
infinite distance, the wave function described H2 as being 50% ionic (H+H−) and 50%
the neutral atoms (H .H .) In a CI expansion, the antibonding orbital is also available,
and the result are two 100% neutral atoms. The inclusion of additional determinants
also significantly improves the description of systems where the ground state is a su-
perposition of inequivalent resonance structures, e.g., with biradical and zwitterionic
character. For these reasons CI methods are the benchmark method when it comes to
the description of charge transfer processes. Unfortunately, except for full CI (i.e., CI
without any truncation), they are not size consistent, effectively preventing the calcula-
tion of interaction energies.

In this thesis, the CAS method has been used. CAS is a MCSCF type calculation
which performs a full CI calculation in a restricted active space.

A comparative study of CAS and DFT: F4TCNQ/HV0 charge transfer salt

To evaluate whether density functional theory (DFT) yields sufficiently reliable results
for typical systems studied in this work, a charge-transfer complex was studied using
different levels of theory. An all-organic interface was chosen over metal/organic junc-
tions, since it contains less electrons and exhibits larger orbital energy differences, thus
facilitating the CAS benchmark calculation. Also, these kind of systems are expected to
be the most problematic ones for DFT. As a prototypical example, the charge transfer
salt between the strong electron donor 1H,1’H-[4,4’]bipyridinylidene (HV0) and the po-
tent electron acceptor 2,3,5,6-tetrafluoro-7,7,8,8 tetracyanoquinodimethane (F4TCNQ)
(chemical structure see bottom part of Figure 2.6 was selected. Since the weaker accep-
tor TCNQ already undergoes significant charge transfer with the weaker donor tetrathi-
afulvalene (TTF)[133], it is likely that this complex also shows large charge transfer
character. Please note that the results presented hereafter were presented in a more
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Figure 2.6: Top: Chemical structure of HV0 (left) and F4TCNQ (right). Bottom:
HOMO of HV0 (left) and LUMO of F4TCNQ (right)

condensed form to the consortium of the EC project ICONTROL (EC-STREP-033197)
in Deliverable 24.

Any complex between two organic molecules, even if the charge transfer is large, will
be to a large extent governed by van-der-Waals forces, which are unfortunately inade-
quately described in most current DFT functionals. It is therefore pointless to perform
geometry optimizations for this system. Rather, a good geometry must be “guessed”.
To allow for a transfer of electrons between the two components, the responsible orbitals
must overlap. Therefore, the best geometry - in the sense of the strongest interaction -
is one where the overlap is maximized. The top part of figure 2.6 shows the HOMO of
HV0 and the LUMO of F4TCNQ.

When accounting correctly for the signs of the lobes, one can derive two sensible
geometries, which are shown in Figure 2.7. In one, both molecules are aligned with
the long molecular axis parallel to each other, and the central ring of F4TCNQ is lo-
cated exactly below one of the HV0 rings. This results in constructive interference (and
hence maximal hybridization) between the lobe on the central HV0 bond and the lobe
of the single F4TCNQ carbon atom connecting the ring with the outer cyano groups.
Also, the overlap between the CN-groups and the HV0 ring is positive. On the back-
side, the overlap between the F4TCNQ ring and the other HV0 ring is practically zero.
Another possibility is to rotate HV0 by 90 degrees, i.e. align the long molecular axis
perpendicular to each other. Like in the former geometry, the central bond of HV0
is located above the connecting carbon atom in F4TCNQ. Here, constructive overlap
occurs also between one side of the HV0 rings and the central F4TCNQ ring (of which
lobe only the part with the correct sign is covered), and between the other side of the
HV0 rings and the cyano groups. However, a small destructive contribution arising
from the fluorine rings is also to be expected. In both conformations, it is assumed
that the molecules remain planar. For the calculation of the total energy and the dipole
moment, the distance between the components, which is a very crucial quantity for
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Figure 2.7: Proposed geometries for the F4TCNQ / HV0 complex, aligned parallel (top)
and perpendicular (bottom). Color code: brown = carbon, white = hydro-
gen, blue = nitrogen, dark yellow = fluorine.)

our considerations, is systematically varied between 2.0 and 4.5 Å. Energetically, DFT
calculations (functional: B3LYP / basis set: 6-31G(d,p)) predicts that conformations
are fairly similar. At a donor-acceptor separation distance of 2.0 Å, the perpendicular
conformation is lower in energy by 0.1 Hartree (2.7 eV). However, with increasing dis-
tance, the energy difference vanishes rapidly. At a more sensible distance of 3.0Å, the
difference is only 0.004 Hartree (0.01 eV). It should however be kept in mind that the
total energy is not a good quantity here, since it suffers not only from the lack of van-
der-Waals interaction (which is certainly larger in the parallel than in the perpendicular
conformation), but also from basis set superposition error, which was not accounted for.

In Figure 2.8 the evolution of the dipole moment with respect to the intermolecular
distance is depicted. Obviously, the overlap is slightly more efficient in the parallel
conformation than in the perpendicular alignment, since the dipole moment is larger by
more than 0.5 Debye. Interestingly, in both conformations the evolution of the dipole
moment is not monotonically. Rather, it shows a shallow minimum at ca. 3.5 Å. If the
distance however falls below 2.5Å, the dipole moment decreases rapidly. This effect can
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Figure 2.8: Left: Evolution of the dipole moment with increasing separation of the
molecules. Right: Evolution of the transferred charge Q (as obtained from
ESP charges) with increasing separation of the molecules. Lines intended
as guide to the eye. Closed symbols are obtained from DFT (B3LYP /
6-31G**) calculations, open symbols from CAS(2,2) calculations with the
6-31G basis set). Boxes correspond to the parallel alignment, circles to the
perpendicular conformation.

be tentatively attributed to Pauli-Pushback, which significantly distorts the electron
clouds. This assumption is corroborated by the fact that the effect is more pronounced
in the parallel conformation, which experiences more overlap than the perpendicular
one.

In order to verify unexpected parabolic nature of the dipole evolution, the stability of
the trend with respect to the chosen method is tested. As a first test, the perpendicular
conformation at 3.5 Å distance is recalculated using a spin-unrestricted calculation. If
triplet-contamination adulterates the solution, the largest effect should be found in this
geometry, where the distance is large and the overlap small. However, no difference in
dipole moment or total energy to the unrestricted calculation is found, i.e. the spin-
unrestricted solution collapses into the restricted wave-function. The single-determinant
nature of DFT imposes some bias on the result, since it does not allow easily for integer
charge solutions, which require the inclusion of excited state determinant in the ground
state wave function. In order to test whether this correction is important for the trends
observed here, the dipole moment for the parallel geometry has been recomputed using
the complete active space (CAS) method and the 6-31G basis set (i.e., without polariza-
tion functions to keep the basis set as small as possible). The calculations were limited
to include 2 electrons and 2 orbitals (i.e., HOMO and LUMO, designated as CAS(2,2)).
As shown by the open symbols in Figure 2.8a, the minimum around ca. 3.5Å distance is
correctly reproduced. For a single case (perpendicular, 3Å distance), it was also tested
that an extension of the active space up to 4 electrons and 4 orbitals does not affect
the result significantly (the difference in the dipole moment is less than 5%). Between
DFT and CAS, the total dipole moment obtained changes by several debye, which is
most likely an artifact stemming from the different approach and the incomplete basis
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Figure 2.9: Charge density rearrangements of the F4TCNQ-HV0 complex. Red areas
correspond to an increased electron density, while blue areas are reminiscent
of electron density reductions.

set.

In order to quantify the charge transfer, ESP charges have been calculated and plot-
ted in Figure 2.8. Using DFT, a charge transfer of about 0.9 electrons is predicted
at an intermolecular separation of 2.5Å, which slowly decays with increasing distance
to about 0.7 electrons of 4.5Å. This situation is qualitatively similar for CAS. Here, a
transfer of 1.1 electrons is obtained at small distances. Upon increasing distance, the
charge transfer is quickly reduced to ≈0.9 electrons.

To visualize what is happening in the complex, 3D charge rearrangements ∆ρ were
obtained by subtracting the charge densities (ρ) of the isolated components from the
charge density of the combined complex.

∆ρ = ρCT−Complex − (ρHV 0 + ρF4TCNQ) (2.17)

The result is plotted from various angles in Figure 2.9. The shape of the charge
rearrangements looks very similar to the HOMO of HV0 and LUMO and F4TCNQ,
cf. Figure 2.6. This observation, together with the fact that the dipole moment is
independent of the CAS-space used, allows for the conclusion that almost exclusively
the frontier orbitals are involved in the electron-transfer process.

From the clear single-reference character of the charge rearrangements and from the
same shape of the dipole-moment evolution as function of the intermolecular distance
in DFT in CAS it can be concluded that DFT is able to yield reliable results for at least
for this interface , which is typical for systems considered in this work.
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In this chapter, specific metal/organic and organic/organic interfaces will be investi-
gated. Many of these case studies are joint theoretical and experimental work. The
generally observed good agreement between “virtual” and “real” world demonstrates the
reliability of the employed methods. Despite the diversity of the systems in this chap-
ter, many common features are found, which are exploited in the next chapter to derive
more general structure to property relationships.

The build-up of this chapter is as follows: First, interfaces between electron donors
and metal surfaces are monitored. This starts by a computational analysis of the
molecules 1H,1’H-[4,4’]bipyridinylidene (HV0) and tetrathiafulvalene (TTF) on all three
coinage metals. Both molecules are of similar size, but exhibit a significantly different
ionization potential. In section 3.2, a joint experimental and theoretical study of N,N’-
dimethyl-[4,4’]Bipyridinylidene (MV0), a methylated derivative of HV0, is presented.
To round up the picture of electron donors, the sterically demanding molecule 9,9’-
ethane-1,2-diylidene-bis(N-methyl-9,10-dihydroacridine (NMA) is studied on Au experi-
mentally and with density functional theory (DFT). The next section aims at interfaces
of opposite polarity, i.e. between metals and electron acceptors. There, first a computa-
tional investigation of 1,4,5,8,9,12-Hexaaza-triphenylene-2,3,6,7,10,11-hexacarbonitrile
(HATCN), adsorbed face-on on all three coinage metals is presented. Unique electronic
properties of the HATCN/Ag interface are then demonstrated. A joint experimental
and theoretical study shows that the metal/organic interfaces can be quite complicated,
and a phase transition in the HATCN monolayer is demonstrated. To compliment the
understanding of metal/acceptor interfaces, coronene-1,2,5,6,9,10-hexaone (COHON),
which is of similar size as HATCN, but exhibits different docking chemistry, is investi-
gated. As third type of metal/organic interface, the organometallic compound chloro-
gallium phthalocyanine (GaClPc) is studied on Cu(111). Although this molecule does
not undergo significant charge-transfer with the metal, valuable insights are obtained
from the strong geometric distortions upon adsorption and the thus induced charge rear-
rangements. To broaden the understanding of charge-transfer systems, the range of the
investigations is extended to organic/organic compounds. In section 3.7, cyclophanes
will be studied. This class of substances consists of an electron donor and an electron ac-
ceptor part where the overlap between the wave functions of the subsystems is enforced
by binding them together covalently. The final section of this chapter will be concerned
with three-component metal/organic/organic interface. Thereby, the top organic layer
is a strong electron donor or acceptor, directly relating to the first to sections of this
chapter. The nature of the sandwiched organic layer will by varied, consisting of either
electronically active donor or acceptor compound or a self-assembled monolayer.
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3.1 HV0 and TTF: Reducing the Metal Work Function
beyond Pauli Pushback: A Computational Investigation of
Tetrathiafulvalene and HV0 on Coinage Metal Surfaces

3.1.1 Preface

In metal/organic interfaces, electron donors present a particulary challenging field. Ba-
sic chemistry teaches that coinage metals, when in a chemical compound, usually come
with positive oxidation numbers, i.e.m are weak electron donors themselves. The most
important question, therefore, is whether it is possible at all to find organic molecules
which are sufficently electron rich that they reduce the underlying substrate. Moreover,
proving that such a reduction occurs is not easy, either. Charges of subsystems are
not physical observables and thus not accessible by experiments, and although atomic
or molecular charges are readily calculated, such calculations impose an arbitray, not
physically justified partioning of the combined system and are, therefore, inherently
flawed. Indirect proof of charge transfer can be mustered by observing the modifica-
tion of the substrate work-function change induced by adsorption of a monolayer of
the electron donor; transferring charge from the organic layer to metal must result in a
work-function decrease. Unfortunately, however, charge-transfer is not the only possible
reason for a work-function reduction. Indeed, adsorption of any body on a clean surface
induces an effect called pushback [50], which yields a noteable work-function decrease
even for inert adsorbates [30]. It is, therefore, of paramount importance to demonstrate
the metal work functions can be reduced beyond Pauli Pushback.

The following part is a reproductionI of the publication [37], see the faksimile in
Figure 3.1. All VASP and Gaussian calculations were performed by myself. The SIESTA
calculations were done with the help of Gerold M. Rangger. The results were interpreted
in multiple discussions between all three authors of the paper.

IExcept for the sake of consistency in this thesis, the name “viologen” originally used for 1H,1’H-
[4,4’]bipyridinylidene in the paper was substituted by the name “HV0”.
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Figure 3.1: Faksimile of the head of the publication showing all contributing authors as
well as the date when the paper was recieved by the journal.

3.1.2 Abstract

Application of (sub)monolayers of organic molecules on metal electrodes in order to
tune the effective work function has become a field of significant interest. Due to its
low ionization potential and quinoidal structure, HV0 (1H,1’H-[4,4’]bipyridinylidene)
is proposed as a particularly potent work function reducing molecule. In the present
contribution, its interaction with Au(111), Ag(111), and Cu(111) is compared to that of
the prototypical electron donor tetrathiafulvalene (TTF) using density functional the-
ory based band-structure calculations. The work function modification in both systems
is found to be determined by a subtle interplay between effects due to adsorption in-
duced geometric distortions and the donation of electrons from the respective molecular
HOMO to the metal. The interfacial charge transfer is investigated in real space as well
as in terms of changes in the occupation of the molecular orbitals. Overall, HV0 is
found to be an excellent choice for decreasing the substrate work function. On gold, a
reduction by up to -1.6 eV is predicted, resulting in the HV0 covered Au surface having
a work function equivalent to that of pristine magnesium.

3.1.3 Introduction

Application of (sub)monolayers of conjugated organic molecules is a powerful way to
control the interface energetic in modern (opto)electronic devices [11, 129]. One possi-
bility is the use of self-assembled monolayers (SAMs), whose intrinsic dipole can be ex-
ploited to modify the effective work function [134–143]. Another approach is to employ
(sub)monolayers of particularly electron rich or electron deficient molecules [11]. They
induce charge transfer to/from the metal and hence a dipole (which in the following will
be referred to as the bond dipole), which results in a work function change. Specifically,
electron acceptors have been studied in great detail [24, 129, 132, 144–146].It has been
demonstrated that by variation of the acceptor strength or the coverage [11, 145] the
work function of the substrate can be tuned continuously. The current state-of-theart
acceptor F4TCNQ (tetrafluoro-tetracyanoquinodimethane) has been shown to increase
the metal work function by as much as 0.35 eV [144] on Au(111) and 0.60 eV on both
Ag(111) [147] and Cu(111) [24]. Density functional theory (DFT) based calculations
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Figure 3.2: Molecular structures of TTF and HV0.

revealed that a complex mechanism of σ-donation and π-backdonation is responsible
for the binding to the surface [24]. The resulting net-charge transfer then results in
the above-described work function increase. Electron donors have been used to dope
organic layers [129, 148, 149] but their application to tune interface properties is only
rarely discussed in literature. Fernandez-Torrente et al. [25] have demonstrated that
TTF (tetrathiafulvalene, see Figure 3.2) forms well ordered monolayers on a Au(111)
surface, accompanied by a charge transfer of about half an electron. Larger, i.e.1, integer
charge transfer, has been suggested [150] for tetrakis-dimethylaminoethylene, accompa-
nying a work function reduction on polycrystalline gold by -1.3 eV. Experimentally, the
effect of strong donors is difficult to assess. On the one hand, particularly electron
rich molecules are often not stable in air, making them difficult to handle. On the
other hand, the work function modification by charge transfer is difficult to separate
from the ever-existent Pauli repulsion (i.e., the repulsion of the metal electron cloud
due to electrons of the adsorbate). On coinage metals, this effect amounts to a work
function reduction between around -0.4 eV for noble gases [32] and up to -0.7 eV for
(inert) alkane chains [30]. Therefore, computational modeling provides an invaluable
tool to actually understand the detailed mechanism behind the observed work function
decrease and to suggest new materials suitable for work function reduction.

In this work, we propose HV0 (1H,1’H-[4,4’]bipyridinylidene,see Figure 3.2) as a specif-
ically potent molecule to reduce the substrate work function and thus to promote elec-
tron injection. HV0 and its derivatives are known as strong donors [151–154], which are
particularly electron rich due the incorporation of the lone pairs of the pyridine nitrogen
atoms into the π -system. Its extremely low ionization potential (vertical IP calculated
to be 4.85 eV in gas phase at the B3LYP/6-31+G* level using Gaussian 03 [71]) is
smaller than the work function of clean Au(111), which from our DFT band structure
calculations is estimated to be 5.22 eV (consistent with experimental values for clean
Au(111) surfaces) [11]. This is an ideal prerequisite for charge transfer. Moreover, upon
oxidation, a quinoid to benzoid transition occurs. The resulting aromatic stabilization
provides an additional driving force for charge transfer [155]. To better understand the
properties of HV0 as a potent donor on a metal surface, we compare it to the prototyp-
ical donor TTF as a “benchmark” (see Figure 3.2). TTF is an electron rich molecule
with a gas phase ionization potential of 6.34 eV (again at the B3LYP/6-31+G* level),
i.e., 1.49 eV larger than that of HV0. Still, it is commonly used in charge transfer
salts [156, 157] or as dopant[158, 159] and is known to transfer electrons to Au (vide
supra). For the following discussion, the focus will be laid on the Au(111) surface, since

37



3 Specific Systems

(i) Au is more commonly used as electrode material in electronic devices (e.g., organic
thin film transistors) than other noble metals and (ii) the observed effects are most pro-
nounced there. First, the adsorption geometry will be briefly discussed. Then, we will
focus on the electronic structure, describe in detail the encountered charge transfer, and
discuss the modification of the net work function. The latter turns out to result from
a subtle interplay between contributions from the bond dipole and a molecular dipole
due to adsorption induced geometric distortions. Finally, differences in the adsorption
on Ag(111) and Cu(111) will be addressed.

3.1.4 Methodology

All calculations were performed using density functional theory (DFT). To study HV0
and TTF adsorbed on noble metal surfaces, band structure calculations were done em-
ploying a periodic slab approach, where the surface is described by a finite number of
metal layers (five in the present calculations) together with the adsorbate. This results
in an infinitely extended periodic metal surface (covered with the adsorbate) in the x-
and y- directions; in the z-direction the repeated slabs are separated by at least 20 Å of
empty space to avoid interaction between the individual slabs. Geometry optimizations
and charge densities were computed using the VASP (Vienna Ab-initio Simulation Pack-
age) code [51–53], employing the PW91 [54]exchange-correlation functional. Electron
interaction between valence and core was modeled by the projector augmented-wave
method (PAW) [55, 56]. A plane-wave basis set with a cutoff energy of 20Ryd has
been used (independent of the contents of the unit cell). The band structure was calcu-
lated on a (3× 3× 1) Monkhorst-Pack grid [57] of k-points. The electronic states were
occupied using the Methfessel-Paxton scheme [58] with a broadening of 0.2 eV. All cal-
culations were done in a non spin-polarized manner; spin unrestricted test calculations
performed for HV0 on Au(111) show negliable deviations from the restricted case, as
demonstrated in the Supporting Information. We chose to study a single molecule in
a 5 × 3

√
3 unit cell. This corresponds to the case of a loosely packed monolayer (no

experimental unit cell for densely packed HV0 monolayers is known up to date; thus,
to avoid artifacts due to an improper packing, we chose to study the limiting case of
weakly interacting adsorbates). Moreover, this unit cell also allows a direct comparison
with earlier calculations performed for the prototypical acceptor F4TNCQ [24]. For an
estimate of the maximal work-function modification, a tightly packed monolayer was
computed in a 3× 3

√
3 unit cell. The positions of all atoms of the molecule as well as

the top two metal layers were fully relaxed using a damped molecular dynamics scheme
until the remaining forces were smaller than 0.01 eV/Å. In order to avoid artificial po-
larization of the slab due to the 3D periodicity of the system, an additional dipole of the
same magnitude but opposite sign was automatically inserted into the vacuum region II.
For the determination of the orbital occupation from the molecular orbital density of
states (MODOS) [62, 63] SIESTA (Spanish Initiative for Electronic Simulations with
Thousands of Atoms) [61] calculations were performed as described in ref [160]. It

IIOne problem encountered in this context is if the self consistent field (SCF) cycle converges faster
than the dipole of the system. In this case, the calculation stops before the final, correct value for the
dipole is obtained. Thus, if necessary, additional SCF cycles were performed at the optimized geometries
to achieve a convergence also of the unit cell dipole moment to less than 0.01 eÅ.
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Figure 3.3: Section of the studied HV0 on Au surface. The gray lines indicate the
5× 3

√
3 unit cell. Only the top metal layer is shown for the sake of clarity.

has been rigorously tested [63] that despite the methodological differences between the
VASP and SIESTA (e.g., the latter uses atomic orbital basis sets instead of plane waves
together with the PBE functional) deviations between the projected densities of states
are negligible. This applies especially to the respective projections onto the molecu-
lar regions (MDOS). Graphics of the molecular geometries and 3D plots of the charge
rearrangements were produced using the XCrysDen program [161].

3.1.5 Results and Discussion

Adsorption Geometry and Energy on Au(111).

It is well documented that both TTF and HV0 adsorb face on [25, 151]. In the 5× 3
√

3
super cell on the Au(111) surface, alignment along the [21̄1̄]-direction was assumed, to
be consistent with previous calculations on related systems [24]. Note that for TTF,
Fernandez-Torrente et al. [25] suggested orientation along the [011̄]-direction. We stud-
ied also that orientation (the corresponding results are contained in the Supporting
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Information); deviations between the two orientations are, however, only minor. As
shown in Figure 3.4, both molecules experience geometrical distortions upon adsorp-
tion. TTF adsorbs with the short molecular axis being slightly tilted with respect to
the surface. As Figure 3.4 indicates, also the long molecular axis is not perfectly par-
allel to the top metal plane. Note that this is somewhat different from the geometry
described in ref [25], where only rotation around the long molecular axis was found
(for further details see Supporting Information). Here, none of the molecular axes is
parallel to the substrate and all sulfur atoms are located at different distances from the
metal surface. The vertical distance between the topmost metal layer and the lowest
lying atom of TTF is computed to be 2.91 Å. Due to the above described adsorption ge-
ometry, the vertical distance between the lowest and the topmost atom of the molecule
is relatively large (about 1.2 Å, compare Table 3.1, which also contains data for the
adsorption on Ag(111) and Cu(111) to be discussed later). In this context it is interest-
ing to mention that also when studying the adsorption of thiophene on Cu(110) using
nonlocal functionals (thus aiming at properly including van der Waals interactions) a
non coplanar adsorption geometry was found, i.e., the S atom was closer to the metal
surface than the other atoms in the thiophene [96].

Despite its larger binding energy, HV0 is found at a larger distance from the surface
than TTF. In the Au case, the smallest vertical metal-molecule distance is computed to
be 3.49 Å (cf. Table 3.1). Unlike TTF, no significant tilt of either molecular axis with
respect to the surface is observed. Moreover, no stable conformation with the amino
hydrogen atoms pointing away from the surface could be found, as one might infer from
to the possible interaction of the nitrogen lone pairs with the metal electrons. Even if a
starting geometry was biased in this way, the molecule relaxed into the conformer shown
in Figure 3.4 with both hydrogen atoms pointing downward. As aromatic stabilization
upon charge transfer can be a significant driving force for the transfer [155], it is useful
to also analyze adsorption induced bond length changes. These are plotted for TTF
and HV0 in Figure 3.5. Indeed, in particular HV0 undergoes a partial transition from
a quinoidal to benzoidic geometry (i.e., all double bonds become longer and all single
bonds in the backbone are shortened. This distortion induced stabilization is also
consistent with the relatively large adsorption energies compared to TTF in spite of
the larger metal to molecule distance (see Table 3.1). It also is a first indication for

Table 3.1: Structural Data for the converged Geometries of TTF and HV0 on Cu(111),
Ag(111), and Au(111). ∆zDist denotes the vertical distance between the
topmost metal layer and the lowest atom of the molecule. ∆zMol describes the
vertical distance between the lowest and the topmost atom of the molecule.
∆E is the binding energy defined as the energy of the combined system
Esystem minus the total energy of slab Eslab plus monolayer Emonolayer.

TTF HV0

Au Ag Cu Au Ag Cu

∆zDist (Å) 2.91 3.01 2.64 3.49 3.69 2.97

∆zMol (Å) 1.18 1.14 1.59 0.67 0.33 0.44
∆E (eV) -0.65 -0.41 -0.76 -0.51 -0.66 -1.10
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Figure 3.4: Relaxed geometry of TTF (top) and HV0 (bottom) on Au(111); for the sake
of clarity only part of the unit cell and only the top two metal layers are
shown. A top view of the complete unit cell is contained in the Supporting
Information.

a particularly strong molecule to metal electron transfer in HV0. However, prior to
discussing the implications of TTF and HV0 adsorption for the electronic properties of
the metal surface, a methodological aspect needs to be addressed briefly.

A crucial parameter to assess the reliability of conclusions drawn from density func-
tional theory calculations is the abovementioned binding energy between substrate and
adsorbate. This is because especially in weakly interacting systems, van der Waals
forces can become the dominant contribution. In the present case, the adsorption ener-
gies on Au (for other metals see Table 3.1) are found to be -0.65 eV for TTF and -1.25
eV for HV0. These energies are already quite sizable, but still only a fraction of those
are associated with a “true‘” covalent chemical bond. They are also of a similar order
of magnitude as van der Waals forces for comparable systems [96]. Unfortunately, com-
mon generalized gradient approximation (GGA) type functionals (like PW91 used here)
do not correctly account for these interactions [98, 162, 163]. Hence, such calculations
can give too large binding distances and too low binding energies, or even no binding
at all [164]. To the best of our knowledge, the only case in which nonlocal functionals
have been successfully applied to the interface between a conjugated organic molecule
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Figure 3.5: Bond length changes upon adsorption for TTF and HV0 on Au(111)
(squares), Ag(111) (open circles), and Cu(111) (stars).

and coinage metals is thiophene on Cu in ref [96] discussed above. Complementary to
GGA, local density approximation (LDA) functionals generally overbind [77], yielding
too small molecule-metal distances. Based on that, it is reasonable to assume that in
most instances the actual equilibrium distance between an organic adsorbate and the
metal surface lies in between the two extreme cases provided by GGA and LDA cal-
culations. Therefore, in order to back up our conclusions especially on the interface
energetic discussed below, we also performed LDA test calculations (i.e., we mapped
the total energy and the work function modification as a function of the metal-molecule
distance using both GGA and LDA functionals). In the LDA calculations we found the
minimum energy distance for TTF to be about 0.5 Å closer to the surface, while the
adsorption height of HV0 was reduced by about 0.75 Å. Of particular interest for the
present study are the resulting differences in the work-function modification, ∆Φ, for
the GGA and the LDA derived equilibrium distances. Only minor differences are found
when the equilibrium distance is varied between the limits given above; for TTF the
work function decrease remains virtually the same, and for HV0 it increases by <20%,
when going from the LDA to the GGA equilibrium distancesIII. These deviations do not
affect any of the conclusions drawn below, which implies that the results are sufficiently
stable to allow for a reliable analysis of TTF and HV0 adsorption.

Electronic Structure and Charge Transfer.

The key for understanding the consequences of TTF and HV0 adsorption is an in-depth
analysis of the electronic structure of the modified surface. Figures 3.6 and 3.7 show
the charge rearrangements upon adsorption, ∆ρ, for HV0 and TTF, respectively. ∆ρ is
calculated as the difference between the electron density of the combined system (metal
plus adsorbate), ρcombined, and the sum of the charge densities of the isolated metal slab,

IIISince it is not sensible to calculate the bend of the molecules at non-equilibrium distances, all
calculations were done forcing the molecule into their planar, gas phase geometry. The electronic
structure in all cases has been calculated at the GGA level
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Figure 3.6: a-c: Isodensity representation of the charge rearrangements upon adsorption
of HV0 on Au(111). Electrons flow from the light gray to the dark areas.
Only a part of the 5 × 3

√
3 unit cell is shown for the sake of clarity. The

isodensity values are set to 0.005 e−3. Part (b) has been obtained from (a)
and (c) from (b) by counterclockwise rotation of 90ř around the z- and the x-
axis, respectively, i.e., the left nitrogen atom in (a) corresponds to the front
nitrogen atom in (b) and the bottom nitrogen in (c). d: Electron density
difference integrated over the x-y-plane within the unit cell; the system is
shown in the background as a guide to the eye.

ρslab, and monolayer, ρmonolayer, (both in their final, i.e., “adsorbed” geometries).

∆ρ(x, y, z) = ρ(x, y, z)combined − (ρ(x, y, z)monolayer + ρ(x, y, z)slab) (3.1)

For both HV0 and TTF, a strong depletion of electron density at the π-lobes, i.e.,
slightly above and below the molecule (light gray areas in Figure 3.6 as well as Figure
3.7), is observed, corresponding to a π-donation of electrons from the molecule into the
metal. It is evident that much larger charge transfer occurs from HV0 than from TTF.
From the 3D-plots, also (minor) changes in the charge density within the σ-skeleton are
found (light and dark shaded areas close to the plane of the molecule; at the perimeter
of the molecule, areas of reduced electron density in the π- and σ-systems overlap result-
ing in the peculiar shape of the displayed isodensity surfaces). From the plots showing
the charge redistribution integrated over the x-y plane within the unit cell (i.e., parallel
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Figure 3.7: a-c: Isodensity representation of the charge rearrangements upon adsorption
of HV0 on Au(111). Electrons flow from the light gray to the dark areas.
Only a part of the 5 × 3

√
3 unit cell is shown for the sake of clarity. The

isodensity values are set to 0.005 e−3. Part (b) has been obtained from (a)
and (c) from (b) by counterclockwise rotation of 90ř around the z- and the x-
axis, respectively, i.e., the left nitrogen atom in (a) corresponds to the front
nitrogen atom in (b) and the bottom nitrogen in (c). d: Electron density
difference integrated over the x-y-plane within the unit cell; the system is
shown in the background as a guide to the eye.

to the metal surface; Figures 3.6d and 3.7d) it, however, becomes clear that ∆ρ(z) is
close to zero in the region that can be considered as the plane of the molecule. This in-
dicates that in spite of the rearrangements within the σ-system, there is no net charge
transfer to or from the metal; i.e., the σ-electrons do not actively participate in the
bonding. Figure 3.6 also shows that the majority of the electrons are transferred from
HV0 to the region just above the plane of the nuclei of the top metal atoms (geometric
distortions of the metal surface due to the adsorption are negligible). The strongest
accumulation of electron density in the metal occurs in the vicinity of the N-H parts
of HV0 (in particular above the two Au atoms, which are the nearest neighbors to the
amino hydrogen atoms) indicating that these are the regions of “strongest interaction”.
Yet only a fraction of the transferred charge is confined to these places, and one finds
an increased electron density in a metal region larger than the footprint of the molecule.
Figure 3.7 shows that the situation for TTF is qualitatively similar to HV0, inasmuch
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as most electron density is depleted from the π-system. Also, no net transfer to/from
the σ-system is observed. There are, however, a few differences. Most notably, the rear-
rangements of the electron density are not as extensive as for HV0. In terms of bonding,
significant electron density is accumulated below the sulfur atoms. It is also evident
that not all sulfur atoms participate equally. Rather, the electron accumulation is more
strongly pronounced where the respective sulfur atom is located closer to the surface.
It should be noted that there is additional electron density buildup smeared out over
the whole metal surface as can be seen for plots at reduced isodensity values. These
are shown in the Supporting Information. Hence it can be concluded that a significant
amount of electrons is transferred to the bulk metal, or more specifically, to the region
just above the nuclei of the topmost gold layer.

To analyze the role played by the individual molecular orbitals of the adsorbate, the
molecular orbital density of states, MODOS, was calculated by projecting the total
density of states onto the bands derived from the molecular orbitals calculated in the
absence of the metal [24, 165]. Upon hybridization of the initial molecular states with
the metal band, the states shift and become broadened, some of them extending to
(partially) above the Fermi edge. Since the states are only occupied up to the Fermi
energy, the occupation (or the loss thereof) can be obtained by integrating the MODOS
associated with each molecular orbital up the Fermi level. The corresponding values
are shown in Figure 3.8.

The most significant change is a decrease in the HOMO occupation. Due to the
electron donation from the molecule to the metal, the HOMO of HV0 (TTF) is only 60%
(80%) filled. None of the other orbitals are strongly involved in the charge transfer, i.e.,
all other deviations from complete, respectively, zero filling are small (typically below
2%). This is in sharp contrast to other chemisorbed molecules, such as F4TCNQ [24]
or CO [166], where the change in the occupation of the π-system (in those cases filling
of the LUMO) is partly compensated by a comparably strong transfer of localized σ-
electrons from the molecule to the metal. Table 3.2 summarizes the HOMO occupations
on all metals, as well as the total transferred charge, ∆QMODOS . It is defined as minus
the elementary charge times the summation over the occupation of all molecular orbitals
after adsorption (i.e., the values plotted in Figure 3.8), n, minus the number of electrons
in the isolated molecule, Nmolecule.

∆QMODOS = −e

(
2
∑
i

ni −NMolecule

)
(3.2)

The factor of 2 needs to be included as there can be up to two electrons in each
orbital (i.e., all calculations are performed in the spin unpolarized manner). From
this Mulliken-like analysis [63], a charge transfer of 0.44 electrons is found from TTF to
Au(111) IV. The value for HV0 is by about 50% larger (0.65 electrons)! This magnitude
of charge transfer is on par with its state-of-the-art acceptor counterpart, F4TCNQ. An
alternative way to look at the charge transfer is via integration of the plane integrated

IVNote that there is no exact one-to-one correspondence of the transferred charge to the HOMO
occupation, due to the spurious participation of other orbitals.
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Figure 3.8: Occupation of the molecular orbitals of TTF and HV0 adsorbed on a
Au(111) surface as derived from the MODOS (details see text). The in-
set shows the HOMOŠs of TTF and HV0 in their gas phase geometries.

charge density difference, ∆ρ(z′), as shown in Figures 3.6d and 3.7d up to a specific
height z.

∆QBond(z) =

∫ z

0
∆ρ(z′)dz′ (3.3)

Following this definition, ∆QBond describes what amount of charge has been trans-
ferred from the region below to the region above the plane located at z (see Figure 3.9.
High above the molecule and below the slab ∆QBond must be zero, since the adsorption
process is charge conserving. For values of z in the region of the interface between
molecule and metal, the charge transfer between the molecule and the metal can be
calculated. There is, however, no physically compelling choice of z, as there is no way
of telling where the metal ends and where the molecule begins. Here, we define the
metal as the electron accepting and the molecule as the electron donating part of the
system. Hence, ∆QBond, the net charge transfer between molecule and metal, is defined
as the global maximum of ∆QBond(z). The values of ∆QBond are summarized in Table
3.2.

Qualitatively, ∆QBond and ∆QMODOS agree very well. The differences between TTF
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Figure 3.9: Total charge transferred, ∆QBond, up to a position z for TTF (left) and HV0
(right) on Au(111) calculated according to eq 3.3. A plateau of ∆QBond is
resolved in the plane of the molecule; it is a manifestation of the fact that
the σ-system of the adsorbate does not participate in the charge transfer
process. For details regarding the definition of ∆QBond see text.

and HV0 are, however, more pronounced in the case of ∆QBond; i.e., within this parti-
tioning scheme, the electron donation from the adsorbate to the metal is almost twice
as high for HV0 as for the reference donor TTF.

The Work Function.

The main goal of the surface modifications presented here is to modify the effective work
function of the substrate in order to facilitate electron injection in organic devices. The
change in the work function induced by a dipolar layer, ∆Φ, is given by the solution of

Table 3.2: HOMO occupation and charge transferred due to adsorption. The HOMO
occupation is obtained by projecting the density of states of the combined sys-
tem onto the HOMO of the isolated molecule [63]. ∆QMODOS is calculated
by summation over the occupation of all orbitals and equals the Mulliken
charge. ∆QBond is given by the maximum of the integration of ∆ρ (details
see text).

TTF HV0

Au Ag Cu Au Ag Cu

HOMO occupation 79% 90% 84% 60% 77% 61%
∆QMODOS (e) -0.44 -0.28 -0.41 -0.65 -0.60 -0.54
∆QBond (e) -0.40 -0.24 -0.30 -0.75 -0.47 -0.56
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the Helmholtz equation for a dipole layer:

∆Φ =
qe
ε0A

µz (3.4)

Here, A denotes the size of the unit cell, ε0 the vacuum dielectric constant, qe the
charge of an electron (equalling -e), and µz the z-component of the dipole moment of
the unit cell. The sign of µz determines whether the work function is increased or
decreased. A dipole pointing away from the molecule toward the surface results in an
increase of the apparent work function, while a dipole pointing in the opposite direction
decreases it. The total dipole moment arising from the adsorption of TTF and HV0
can be partitioned into two contributions: the molecular dipole, µmol, and the bond
dipole, µbond. The corresponding changes in the metal work function are referred to as
∆Φmol and ∆Φbond. The former is a consequence of the geometry and the corresponding
ground-state charge distribution of the molecule, disregarding any charge redistributions
between metal adsorbate (here, the molecule is assumed to be already in the geometry
it will adopt upon adsorption). It is particularly high in dipolar molecules that are
properly aligned relative to the metal surface (for example, in thiol bonded SAMs on
Au [143]). In the present case, the HV0 molecule would be centrosymmetric in the gase
phase and the only reason why µmol does not vanish is because of the adsorption induced
molecular distortions discussed above. In other words, for HV0 µmol is a consequence of
the change of the molecular geometry upon adsorption. The net effect is, in fact, quite
sizable and one obtains a value of µmol 1.3 Debye corresponding to ∆Φmol = +0.22 eV
for one molecule in the 5× 3

√
3 unit cell. This corresponds to an increase of the work

function, which is the reverse of the effect one is aiming for when depositing electron rich
molecules on metal surfaces. TTF, on the other hand, is calculated to be not perfectly
planar even in the gas phase and thus already possesses a small dipole moment of 0.4
Debye. Due to the small geometrical distortions upon adsorption, the dipole moment
of TTF is slightly reduced to µmol = 0.3 Debye. This results in ∆Φmol -0.05 eV (i.e.,
a small work function decrease). The effect due to the charge rearrangements upon
adsorption is accounted for by µbond, the dipole moment per unit cell, and by the
resulting work-function modification, ∆ΦBond. The underlying processes include the
charge transfer between substrate and adsorbate (including possible Pauli push back)
as well as adsorption induced charge rearrangements within each moiety. µbond can be
obtained from the plane integrated charge density redistribution (see equation 3.1 and
Figures 3.6d and 3.7d) via

µbond,z =

∫
uc

∫ z

0
dz′ρ(z′) (3.5)

“UC” refers to the integration over the z-extent of the unit cell V. For TTF on
Au(111), a µbond of 4.5 Debye is induced, resulting in ∆ΦBond of -0.75 eV. The bonding
of HV0 has a much larger effect. Besides transferring much more charge to the metal
(vide supra), also the distance over which the charge is transferred is larger (due to the

VThis equation can be derived by combining the Poisson equation with the Helmholtz equation (eq
3.4). It can be shown that, due to the integration over the whole unit cell and the resulting boundary
conditions for the charge rearrangements, this definition of µbond is equivalent to the more“conventional”
definition as µbond,z =

∫
uc
ρ(z)dz
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larger bonding distance), resulting in a significantly higher µbond of 7.25 Debye. Thus,
as far as the consequences of the charge transfer are concerned, HV0 outperforms TTF
on Au(111) by nearly a factor of 2, yielding ∆ΦBond = -1.44 eV. To the best of our
knowledge, such a large potential shift through bond formation is unprecedented in
literatureVI. The total effect on the work function, ∆Φ, is then given by the sum of
both the molecular dipole and the bond dipole induced contributions.

∆Φ = ∆ΦBond + ∆ΦMol (3.6)

For both molecules, ∆ΦBond (Table 3.3) is the main contribution. For TTF, it is
slightly augmented by ∆ΦMol resulting in a total work function modification of -0.80
eV. In the case of HV0, the adsorption induced bending leads to a reduction of the net
effect. In total, we find ∆Φ on Au(111) to be -1.20 eV. The magnitude is not only much
larger than the pushback experienced due to physisorbed molecules on Au(111) surface
but also outperforms most, if not all, electron donors reported in literature up to date.
However, it should be stressed here that these numbers correspond to a loosely packed
monolayer, for reasons explained in the Methodology Section. At sufficient coverage,
it can be assumed that HV0 forms more tightly packed layers. Therefore, additional
calculations were performed for a hypothetical tightly packed layer. Although without
knowing the actual packing geometry this approach can be regarded only as a rough
estimate of the actual effect. It is preferable over simply reducing A (the surface area
per molecule) in eq 3.4, as it accounts for depolarization effects that occur when tightly
packing parallel dipoles. In fact, it has been shown that such effects result in a sublinear
increase of µmol and µbond as a function of coverage [167]. For the most simple tight
packing conformation, we assumed that the individual molecules must be separated by
at least twice the van der Waals radius of the terminal hydrogen atoms. Under these
constraints, the smallest possible orthogonal unit cells is 3 × 3

√
3, i.e., the packing

density is increased by 60%. In that conformation (without performing additional ge-
ometry optimization at the hypothetical tightly packed structure), ∆Φ is computed to
be as much as -1.59 eV, effectively reducing the work function of gold to that of pristine
magnesium. In this context it should, however, be mentioned that the effective electron
injection barrier could be lower on Mg as strong push back effects can be expected when
covering the metal with the active material. That push back is likely to be larger than
when depositing the active material onto a HV0 covered Au-electrode.

Influence of the Substrate Metal: Au(111) vs Cu(111) and Ag(111).

So far, the discussion focused on the adsorption on Au(111). In this paragraph, similari-
ties and differences to the adsorption on the other coinage metals, namely, Ag(111) and
Cu(111), will be elaborated. Since these materials are cheaper than Au and have a lower
workfunction to start with, they are more likely to be employed as a starting material
to be modified to achieve low work function electrodes in an organic (opto)electronic
device. The adsorption energies are found to be -0.65 eV (Au), -0.76 eV (Cu), and -0.41

VIComment added for thesis: While this was true at the time the paper was published, this is not
the case anymore. Measurements on a derivate of HV0 revealed work-function modification on Au(111)
by 2.2eV, see next section
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eV (Ag) for TTF and -1.25 eV (Au), -1.10 eV (Cu), and -0.66 eV (Ag) for HV0, see
Table 3.1. It is noteworthy that in HV0, the interaction strength is largest on Au, i.e.,
the most noble metal of this series. Also in the case of TTF, the interaction with Au is
favored over the usually more reactive Ag. Here, however, the adsorption energy on Cu
is found to be strongest. The distance between molecule and substrate for both TTF
and HV0 (also given in Table 3.1) is determined not only by the adsorption strength
(i.e., adsorption energy) but to a large portion also by the “vertical extent” of the top
metal layer. Consequently, a crucial parameter for the metal to molecule distance is
the van der Waals radiius rvdW of the respective metal, especially if the types of in-
teraction are qualitatively similar (compare also the discussion in ref 15). This results
in the molecule being closest to Cu (rvdW : 1.40 Å) and farthest from Ag (rvdW : 1.72
Å). The distance to Au, which has an rvdW of 1.66 Å, lies in between theses values.
It is, however, interesting to notice that despite the larger binding energy of HV0 and
the smaller van der Waals radius of nitrogen (rvdW : 1.55 Å) compared to sulfur (rvdW:
1.80 Å), the vertical distance between substrate and molecule is always smaller for TTF
than for HV0 (both in the GGA as well as LDA calculations). No qualitative differences
are observed in the bonding mechanism on the different metals. In all cases, the HOMO
becomes significantly depleted, while other orbitals only play a minor role. The amount
of depletion and transferred charge differs from substrate to substrate, as is summarized
in Table 3.2. The order is the same as for the binding energies, i.e., ∆QAu > ∆QCu >
∆QAg; note that the differences between Au and Cu are relatively small, while on Ag
significantly less charge is transferred. Since, as discussed above, ∆ΦBond dominates
over ∆ΦMol, the same sequence is also found for the work function modifications, ∆Φ
(see Table 3.3). As a consequence of that, despite the significant differences observed for
the pristine metal surfaces, the work functions of the HV0 covered metals become very
similar even at loose HV0 packing (4.01 eV for Au(111), 3.82 eV for Cu(111), and 3.64
eV for Ag(111)). For dense packing, even more similar work functions can be expected.

Table 3.3: Calculated Work Function of the Pristine (111) Metal Surface Φ, Work-
Function Modification ∆Φ, Dipole Induced by the Bond Formation, µBond,
Associated Change in the Work Function ∆ΦBond, Dipole Moment of the
Molecule, µ;p, and Associated Change in the Work Function ∆ΦMol

TTF HV0

Au Ag Cu Au Ag Cu

Φ (eV) 5.22 4.46 4.87 5.22 4.46 4.87
∆Φ (eV) -0.80 -0.53 -0.83 -1.21 -0.82 -1.05
µBond (Debye) -4.50 -2.70 -2.37 -8.66 -5.63 -5.83
∆ΦBond (eV) -0.75 -0.45 -0.74 -1.44 -0.94 -1.32
µMol (Debye) -0.29 -0.45 -0.46 +1.30 +0.74 +1.07
∆ΦBond (eV) -0.06 -0.08 -0.10 +0.22 +0.12 +0.24
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3.1.6 Conclusion

In order to propose suitable organic adorbates for reducing the work functions of coinage
metals, we have employed state-of-the-art density functional theory calculations to in-
vestigate the interaction between TTF as well as HV0 and the (111) surfaces of Au, Cu,
and Ag. Focus was laid on the description of the Au interface, since the strongest effects
were observed there. In all cases, a significant amount of charge is transferred from the
molecular monolayers to the metal going clearly beyond what could be expected for
mere Pauli push-back. Electron donation to the metal occurs via π-donation from the
HOMO of the respective molecule. In this respect, TTF is found to be a good donor,
transferring up to about 0.4 electrons into the metal. HV0, however, owing to its lower
ionization potential and quinoidal structure, is an even stronger donor, donating up to
0.75 electrons. The resulting work function decrease is further enhanced by the large
distance between HV0 and the metal. In HV0 this effect is to a small extent counter-
acted by the strong adsorption induced distortion of the molecule on the surface. In
TTF the deviation from a planar molecular conformation even results in a slightly in-
creased net effect. In total, the work function modification in loosely packed monolayers
on Au(111) amounts to -0.82 eV for TTF and -1.20 eV for HV0. For a more tightly
packed layer, a work function decrease by -1.59 eV is estimated for HV0, which holds
particularly high promise for using HV0 coated metals as electron injecting electrodes
in organic electronic devices.

3.1.7 Supporting Information

Assessment of the stability of the employed methodology

To ensure the stability of the employed spin un-polarized wavefunctions, spin-polarized
test calculations have been performed for the system with the largest observed charge
transfer (HV0 on Au(111)). The geometry of the spin-restricted system was used and
a single point spin polarized calculation was performed with an independent guess for
the initial charge density.

Additionally, a single point calculation with a reduced value for the Fermi smearing
(0.05 eV instead of the original 0.2 eV) was performed. As table 3.4 shows, the obtained
results for the total energy, the dipole moment of the system and the transferred charge
between molecule and metal are virtually identical, i.e., independent of the applied
method. The tiny differences between the restricted and unrestricted case are related
to the convergence (since the start guess is not equal).

Analysis of the [1̄11] -oriented conformation of TTF.

In this section of the Supporting Information, we present some results for the sug-
gested [25] geometry with TTF molecules oriented in the [1̄10]-direction. The reader
will note that most numbers presented here differ only slightly from the conformation
oriented in the direction, which was used in the main text of the paper. Due to the lack
of physical impact, only calculations on Au were performed. The largest differences can
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Table 3.4: Total energy, dipole moment µ, and transferred charge ∆QBond for the dif-
ferent approaches described above. A rigorous definition of ∆QBond can be
found in the main text.

Spin restricted unrestricted unrestricted
Smearing (eV) 0.2 0.2 0.05

Total energy (eV) -603.352 -603.357 -603.373

µ (eÅ) 1.53 1.54 1.52
∆QBond (e) -0.75 -0.75 -0.75

be seen in the structural data, presented in Table 3.5. Similar to the result described
in reference [25], we find a tilting by 7◦ (instead of 8◦) at a vertical distance of 2.90Å
(instead of 2.76Å). However, our obtained binding energy is slightly smaller, -0.69 eV
instead of -0.86 eV. We attribute these differences to deviations in the details of the used
methology, i.e., the packing density and the exchange-correlation functional employed.
Comparing the differently oriented conformers with each other, it is obvious that there
are some differences concerning the tilt. Also, the vertical distance ∆z is smaller by
about 10% for the orientation, while the adsorption energy is 10% larger.

Table 3.5: Structural data for the converged geometries of TTF in different orientations
on the (111) face of Au. ∆z denotes the vertical distance between the topmost
metal layer and the lowest atom of the molecule. β refers to the tilt of the
short and γ to the tilt of the long molecular axis with respect to the surface.
∆E is the binding energy to the surface.

[1̄10] [1̄10] from [25] [1̄1̄2]

∆z (Å) 2.90 2.76 2.91
β (ř) ≈7 ≈8 ≈2
γ (ř) ≈0 n/a ≈5
∆E (eV) -0.69 -0.86 -0.65

Table 3.6 shows the impact on the work function modification and its related quanti-
ties. It is found that ∆Φ remains approximately the same, ≈0.8 eV. The same is true
for the charge transferred, which differs by less than 0.01 electrons. A somewhat larger,
but still tiny impact is observed for the bond dipole, which, due to the smaller distance
to the slab, decreases by 0.03 eV. However, this is made up for by the larger bend of
the molecule, which increases the molecular dipole from -0.05 eV to -0.08 eV.

Table 3.6: Total energy, dipole moment µ, and transferred charge ∆QBond for the dif-
ferent approaches described above.

[1̄10] [1̄1̄2]

∆Φ (eV) -0.79 -0.80
∆ΦBond (eV) -0.72 -0.75
∆ΦMol (eV) -0.08 -0.06
∆QBond (eV) 0.41 0.40
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Figure 3.10: Comparison of the molecular density of states (MDOS) of TTF on Au,
oriented in the [1̄10] and [1̄1̄2] directions. The curves are offset for better
visibility.

Figure 3.10 depicts the molecular density of states of both conformations. In both
cases, the Fermi-energy intersects the peak associated with the molecular HOMO. Also,
most other features of the plot remain qualitatively unchanged. An exception is the
region between 3 and 2 eV below the Fermi energy, where a shift of the relative intensity
of the double peak can be observed. Note that also, the shoulder at -3.5 eV almost
disappears.
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3.2 MV0: Gold work-function reduction by 2.2eV with an
air-stable molecular donor layer

3.2.1 Preface

In the last section, it was shown theoretically that 1H,1’H-[4,4’]bipyridinylidene (HV0)
can significantly reduce the work function of Au(111). Unfortunately, HV0 is unsta-
ble vs. air, and therefore difficult to handle experimentally. Its dimethylated derivate,
N,N’-dimethyl-[4,4’]Bipyridinylidene (MV0), however, can resist oxidation under ambi-
ent conditions long enough to be transferred into an ultra high vacuum (UHV) chamber,
where it is evaporated onto the Au sample and investigated. Therefore, in this section,
it will be shown also experimentally that MV0 (chemical structure shown as inset in
Figure 3.11) reduces the work-function of Au below that of pristine Mg. Also, the
theoretical examination is extended to this molecule, which is then compared to its
predecessor HV0.

The experimental results have been published in Ref. [123]. Synthesis of MV0 was
performed by Ralph Rieger in the group of Klaus Müllen. ultraviolet photoelectron
spectroscopy (UPS) measurements were performed in the group of and Norbert Koch
by Benjamin Bröker, Ralph-Peter Blum, J. Frisch, and Antje Vollmer. Calculations
were performed by myself.

In addition to the few theoretical details published in the above mentioned reference,
a more detailed computational investigation of HV0 and MV0 was presented to the
consortium of the ICONTROL-project (EC-STREP-033197) in deliverable D22. This
document served as template for the theoretical data presented in this section. Note
that a more detailed investigation on the impact of N,N’-alkylation of HV0 is given in
section 3.1.

3.2.2 Expermental Setup

“UPS experiments were performed at the endstation SurICat (beamline PM4) at the
synchrotron light source BESSY II Berlin, Germany[168]. Spectra were collected with
a hemispherical electron energy analyzer (Scienta SES 100) using an excitation photon
energy of 35 eV. Additional UPS experiments were conducted at Humboldt-Universität
using He I radiation and a Specs Phoibos 100 hemispherical energy analyzer. The
secondary electron cutoff (SECO) spectra were obtained with the samples biased at -10
V in order to clear the analyzer work function. The error of energy values reported below
is estimated to be ± 0.05 eV. Both experimental setups consist of interconnected sample
preparation (base pressure < 5×10−8mbar) and analysis (base pressure 1×10−10 mbar)
chambers, which enable sample transfer without breaking vacuum. Metal single crystals
were cleaned by repeated cycles of annealing (up to 550 ◦C) and Ar-ion sputtering.
Organic materials were sublimed from resistively heated Al2O3 crucibles. The mass
thickness of the organic layers was monitored with a quartz crystal microbalance. All
experiments were carried out at room temperature. Alq3 and C60 were used as received
(Aldrich). MV0 was synthesized and stored under Ar atmosphere prior to use, and
was exposed to air for a few minutes during source mounting. No color change to
blue (indicative of the formation of the cation MV+) or transparent (indicative of the
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dication MV2+) was observed for the MV0 powder[169].”
- experimental details taken from ref. [123]

3.2.3 Experimental Results

UPS is an ideal tool to experimentally determine the work function. In photoelectron
spectroscopy, a sample is exposed to light with a defined wavelength. When the photon
interacts with an electron, it is annihilated and its energy hν is added to the energy of
the electron in the form of kinetic and potential energy.

hν = Ekin + Epot (3.7)

If the total energy is sufficiently large, the electron is excited into a state where it is
no longer bound. It will thus be able to leave the sample. By measuring the kinetic
energy of the emitted electrons, their potential energy (i.e., binding energy) inside the
sample can be determined. To obtain the work function, the width of the spectrum,
corresponding to the maximum and minimum kinetic energies, must be determined.
The maximum kinetic energy originates from the most loosely bound electrons at the
Fermi edge, while the minimum kinetic energy is only determined by the difference of
sample and analyzer work function. Adjusted for the analyzer work function, which
is known, the low energy electrons are also named secondary cutoff (SECO) electrons.
The work function, Φ, of the sample is calculated via:

Φ = hν − Ekin,max − Ekin,min (3.8)

In the left part of figure 3.11, the low energy cutoff of a pristine and a MV0 covered
Au(111) surface is shown along with the work functions calculated according to eq 3.8.
A decrease of 2.2 eV is found upon deposition of the organic layer, much larger than the
≈1eV expected from Pauli pushback only. Since MV0 has no notable dipole moment,
this must clearly be attributed to charge transfer, which will be confirmed using results
from DFT calculations. Also upon deposition on Cu(111) and Ag(111), large work-
function decreases are observed, amounting to -1.5eV and -1.2eV, respectively.

The next logical step is to find out whether this reduction in work function can
be utilized to obtain reduced charge-injection barriers, or whether MV0 electronically
decouples the substrate from subsequentally deposited layers. In the right part of figure
3.11, valence band spectra for typical electron transport materials deposited directly on
Au and on MV0-covered Au are shown. The onset of the highest occupied molecular
orbital (HOMO) in these spectra can be taken as indicator for the electron-injection
barriers[10], if the transport gap is known (for Alq3, see [170], for C60, see[171, 172]. For
Alq3 and C60, reductions of the barrier by ca. 0.8eV and 0.7eV are found, demonstrating
the applicability of such interfaces in organic electronics.

3.2.4 Computational results

The geometry optimization of MV0 on Au(111) reveals two important differences to
HV0: First, the adsorbed molecule is almost planar, similar to its gas-phase structure.
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Figure 3.11: Secondary electron cutoff (left) and valence band (right) spectra for (a)
pristine Au(111), (b) 0.5Å MV0 on Au(111), (c) 30Å Alq3 on Au(111), (d)
30Å Alq3 on MV0 precovered Au(111), and (e) 45Å C60 on MV0 precovered
Au(111). The sample was biased at -10 V during measurement. The inset
shows the chemical structure of MV0. Figures taken from ref [123].

This is actually a quite unusual observation, as most molecules which undergo a strong
charge transfer reaction experience significant distortions upon adsorption. Second, the
molecule is overall a bit closer to the surface than its unmethylated relative. Nonetheless,
the mechanism of charge transfer is basically the same, as electrons are transferred from
the HOMO of the molecule to the metal. In Figure 3.12, the three-dimensional electron
density rearrangements in HV0 and MV0 are shown. It is interesting to note that the
peripheral substituent, i.e. the methyl group, is affected by the charge rearrangements,
too. Electron depletion is observed near the outermost hydrogen atoms, in areas far
from the π-orbitals. This can only be rationalized as manifestation of Pauli pushback.
Note that the negative values here do NOT mean that there are fewer electrons than
in the isolated monolayer; rather, there is less electron density than in monolayer and
slab combined. Also, increased electron density is found between the backbone and
the functional group, even extending beyond the σ-plane of the bond. Charge transfer
cannot directly be made responsible here, since no pi-orbital contributes to the bond
between backbone and alkyl substituent. In a first, tentative analysis, this effect is
assigned to a lack of repulsion. In the single molecule, electrons are excluded from these
areas due to electrostatic (and Pauli) interaction with the π-orbitals. Upon adsorption,
charge donation reduces the electron density in the π-orbitals and in turn more electrons
can flow there. An alternative explanation for this unexpected behavior would be
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Figure 3.12: 3D Charge density difference of HV0 (left) and MV0 (right). Light areas
denote regions of decreased, dark areas correspond to increased charge
density.

hyperconjugation, i.e. the hybridization of σ-orbitals with the partially empty HOMO.
Since methyl groups are electron rich, the ionization potential of MV0 is smaller than

that of HV0 (4.92eV vs. 5.10eV at the B3LYP / 6-31+G* level). Consequently, also
slightly more electrons are transferred. Using the definition of ∆QBond from section 3.1,
0.81 electrons are transferred. The resulting dipole reduces the work function by 1.40eV.
As the molecule was found to be planar and, therefore, bear no dipole moment, this
accounts for almost 100% of the total effect. Of course, the -1.40eV predicted by DFT
are by no means in good agreement with the -2.2 eV measured experimentally. To find
out whether this is an issue of the assumed packing density, MV0 has been recalculated
in a more tightly packed layer, employing a 3× 3

√
3 unit cell. Indeed, it is found that

here, the work-function modification is increased to -1.9eV. It can still be argued that
even this unit cell is too loosely packed, and it is appears very likely that for a layer
with the correct, experimental unit cell (which is unfortunately not known), the correct
work-function modification would be obtained.
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3.3 NMA: A High Molecular Weight Donor for Electron
Injection Interlayers on Metal Electrodes

3.3.1 Preface

The third electron donor considered in this section is 9,9’-ethane-1,2-diylidene-bis(N-
methyl-9,10-dihydroacridine (NMA). This molecule, shown in 3.13, exhibits significant
structural similarities to MV0, which was studied in the previous section. Both molecules
exhibit a quinoidal structure in their neutral ground state and are sufficiently electron
rich to undergo charge transfer with the high work function material Au. NMA, how-
ever, has a higher molecular mass, making it less prone to diffusion in real-world devices.
Also, as will be shown below, in contrast to MV0 the charged form of NMA is not planar,
but sterically strained.

The data presented hereafter have been published in reference [27]. Synthesis and
solution-borne analysis of NMA was done in the group of Luca Beverina by Mauro
Sassi, Riccardo Ruffo, and Giorgio A. Pagani. The characterization of the metal/organic
interfaces was done by Benjamin Bröker, Ralf-Peter Blum, Antje Vollmer, and Johannes
Frisch. Calculations of the orbital energies and optical excitation were performed by
Georg Heimel, Egbert Zojer, and myself. In general, the buildup of this section will
very roughly follow that of reference [27]. For the sake of brevity, the description
of the synthesis also published in ref. [27] is omitted. This also applied to the X-ray
photoelectron spectroscopy (XPS) results. Rather, the focus is put on the geometric and
electronic changes induced by charge transfer, and on the work-function modifications
induced by adsorption.

Figure 3.13: NMA in its neutral ground state (left) and its oxidized form (right)

3.3.2 Geometries and optical excitation in solution

The quinoidal bridge tries to enforce a close to planar backbone, which results in strong
steric repulsions between the hydrogen atoms on the acridinic rings and the bridging
ethenyl groups. As a result, the obtained geometries are not perfectly planar and appear
distorted into a boat-like structure. Two (local) minimum configurations can be found,
differing only by the relative alignment of the boats. In the energetically more favorable
geometry, both point into the same direction (Conf. A in Figure 3.14), while the other
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Figure 3.14: The two local minima found for NMA. Conformation A is shown on the
left side, Conformation be on the right side.

geometry, being energetically higher by about 6.8 kJmol−1, one of the boats is upside
down (Conf. B in Figure 3.14).

The S0 → S1 transition for the neutral state of both conformers is computed to be
≈ 2.59eV (478nm). This is in excellent agreement with the experimental adsorption
spectra of NMA in CH2Cl2 (shown in figure 3.15, which displays the first peak maxi-
mum at 2.61eV. Using the same geometries to calculate the first excitation energy for
the dication, a gap of 1.3eV is predicted, i.e., the excitation energy is approximately
halved with respect to the neutral species. This agrees well with observation for most
conjugated organic molecules, especially organic semiconductors[173–175]; however, it is
in sharp contrast to the experimental results for NMA, where upon adsorption a blue-
shift of the band gap to 452nm (2.75eV) is found (also shown in figure 3.15. The origin
of this discrepancy can be traced back to geometry changes induced by the oxidation.
In the neutral molecule, the bond between atoms b and c (see figure 3.13) is a double
bond with a bond length of 1.37Å and thus prefers coplanarity between the ring system
and the bridge. In contrast, in the dication, its character changes to single bound. Con-
sequently, an increase of the bond length to 1.48Å can be observed, as well as increased
flexibility with respect to torsion around the bond axis. While the dihedral angle be-
tween atoms a, b, c, and d is found to be 11◦ in the neutral molecule, it increases
to as much as 50◦ in the oxidized molecule. This rotation reduces the wave-function
overlap between the ring and bridge, thus significantly mitigating the conjugation in
the molecule. As a consequence, the S0 → S1 is found at larger excitation energies, and
indeed, for the fully optimized dication values of 2.42eV and 2.57eV are computed for
Conf A and Conf B, respectively. Additionally, it is found that the oscillator strength
for the first excitation is smaller than in the neutral molecule, in agreement with the
experimental observation. Also, the double peak feature of the oxidized form can be
reproduced, as the second excitation is predicted to be in the visible spectrum at 3.80eV
(320-340nm). It should be noted that the increase of the gap is not only due to the
rotation of the rings, but can also be partly ascribed to the quinoid-benzoid transition.
To test this, the dication geometry has been optimized under the constrain of keeping
the torsional angles fixed. In this case, the S0 → S1 is found at ≈ 2.20 eV.

To confirm the results obtained by glsDFT, the same calculations have been performed
using the semi-empirical AM1 method. Although it is well known that AM1 gives poor
results for the geometries of molecules involving nitrogen atoms, it usually does very
well for optical spectra. Indeed, it is found that the results between the methods agree
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Figure 3.15: The two local minima found for NMA. Conformation A is shown on the
left side, Conformation be on the right side.

very well, apart from a consistently blue-shifted excited state energy in AM1. The
values for both methods are summarized in Table 3.7.

Table 3.7: DFT (INDO/CI) calculated energies (E), and associated oscillator strengths
(OS), for the lowest excited states of NMA in its neutral and doubly oxi-
dized form in the geometry of the neutral molecule and the geometry of the
dication.

Geometry Minimum of the neutral molecule Minimum of the dication

Electronic configuration Neutral Molecule Dication Dication
E (eV) E (nm) OS E (eV) E (nm) OS E (eV) E (nm) OS

Conv. A 2.60 (3.06) 447 (406) 0.80 1.34 (1.46) 926 (849) 0.32 2.42 (2.98) 512 (416) 0.22
Conv. B 2.58 (2.97) 480 (417) 0.80 1.35 (1.58) 920 (785) 0.33 2.57 (3.09) 483 (3.01) 0.17

3.3.3 Metal/NMA-interfaces

The knowledge about the geometric and electronic changes upon adsorption provides
the necessary basis to understand work-function modification induced by adsorption of
NMA on coinage metal surface. These have been measured using UPS, employing the
same method

Deposition of NMA on coinage metal yields in all cases a significant reduction of the
work-function as measured by the secondary electron cutoff (SECO). Possible origins for
this are Pauli pushback[10, 50], the permanent dipole moment[10], or charge transfer[11].
On Au(111), the pushback effect can amount to anywhere between -0.53eV for noble
gas adsorption[32] to more than -0.7eV for inert alkane chains[30]. Even larger values
(up to -1.3eV) have been reported for (4,4Š bis [N-1-napthyl-N-phenyl-amino]biphenyl
(a-NPD)[31, 144], however, alternative explanations should not be ruled out for this case.
For Ag and Cu, the magnitude of the pushback is reported to be on the order of -0.7eV
and -0.9eV, respectively[176, 177]. In Figure 3.17, the work-function of the NMA/metal
interfaces is shown as function of coverage. For Au(111), the work function saturates
at 4.10eV, 1.40eV below the work function of the pristine crystal. On silver, the work-
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Figure 3.16: Valence band spectra for different nominal coverages of NMA on Au(111)
(a), Ag(111) (b), and Cu(111) (c). All parts of the figure are taken from
ref [27].

function reduction amounts to 1.0eV, and on Cu to 1.15eV, respectively. In all cases,
the observed work-function reduction is slightly larger than the values reported for push-
back. This effect is tentatively described to weak charge-transfer to the metal, although
no direct evidence can be found in the valence band spectra. Also, it cannot be ruled
out that a downward pointing permanent dipole moment is responsible for this effect.
Normally, DFT modelling of the interface should be able to unravel this problem. Un-
fortunately, however, the large size of the molecule and the expected importance of
van-der-Waals interactions for the molecular conformation on the surface[178] and the
adsorption distance[109] makes this system hardly traceable on currently available com-
puters.

Another interesting experimental discovery was made when Alq3 was deposited on
Au(111) pre-covered with 3, 6, or 12Å NMA to demonstrate the applicability for re-
duction of electron injection barriers. The adsorption induced changes of the electronic
structure of the NMA/Au interface does not reach saturation before 12Å thickness, and
hence in all three cases the Au/NMA interface displays a different effective work func-
tion, Φ′. It was found that the onset of the HOMO of Alq3, which is a measure for the
electron injection barrier, displays a linear relationship to Φ′ with a slope of -0.7, see
Figure 3.17. Even more surprisingly, also the data point obtained for the Au/MV0 in-
terface described in section 3.2 also fits this line perfectly well, despite a more than 1eV
lower work-function. Since there is virtually no pushback anymore between Alq3 and
the organic layer, the deviation from the ideal slope of -1 indicates that there must be
some electronic interaction between Alq3 and the interface, most likely charge transfer.
The identical slope of -0.7 for NMA and MV0 furthermore indicates that the interaction
is related to the electronic properties of Alq3 rather than the organic layer used to in-
fluence the work-function. Please note the strikingly similar behavior to the interfaces
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Figure 3.17: Left: absolute work function of metal single crystals upon NMA deposition
as function of film thickness θ. Right: Alq3 HOMO onset plotted versus the
work function of the modified/pristine Au(111) substrate. Graphs taken
from ref. [27].

shown in 3.8, where also possible reasons for this effect are discussed.
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3.4 HATCN as advanced hole-injection layer

3.4.1 Preface

After the investigation of electron donor layers in the previous sections, the atten-
tion shall now be turned on electron acceptor layers. Generally, metal/acceptor in-
terfaces are more commonly and intensely studied than their donor counterparts, since
there, oxidation upon air exposure is not an issue their, and because the expected posi-
tive work-function modification induced upon adsorption makes charge-transfer clearly
distinguishable from Pauli pushback. Highlights in this context are the strong ac-
ceptor 2,3,5,6-tetrafluoro-7,7,8,8 tetracyanoquinodimethane (F4TCNQ)[24, 124, 144] and
perylene-3,4,9,10-tetracarboxylic-3,4,9,10-dianhydride (PTCDA)[45, 49, 99, 132, 164, 179–190],
for which extensive experimental and computational results are published on all three
coinage metals. In this (and the next two) sections, the investigations will be extended
to the medium strength acceptor 1,4,5,8,9,12-Hexaaza-triphenylene-2,3,6,7,10,11-hexa-
carbonitrile (HATCN).

The following part is an amalgam of two papers already published on this work[191, 192],
and additional computational (and partly also experimental) results on level alignment,
the shape and magnitude of charge transfer, and the geometric features of the interfaces
of HATCN with all three coinage metal surfaces. The above mentioned papers deal with
the structural and electronic properties of HATCN on Ag(111). Their build-up has been
largely adopted for the subsection on HATCN on Ag, but with modifications to combine
the computation results presented therein, and to accommodate additional information.
Ultraviolet photoelectron spectroscopy (UPS) experiments have been carried out by B.
Bröker and R.-P. Blum in the groups of Norbert Koch under the beamline supervision of
A. Vollmer. Scanning tunneling microscopy (STM) imaging was done by H. Glowatzki.
HATCN was synthesized by R. Rieger at the MPI Mainz in the group of K. Müllen.
VASP calculations have been done by myself, SIESTA calculations were carried out with
the help of G.M. Rangger, in the group of E. Zojer. Interpretation of the experimental
and computational results was done in multiple discussion between all the authors.
Thereby, it needs to be highlighted that the idea of the phase transition, which finally
led to a consistent picture of all experimental and computational results, was brought
up by Egbert Zojer.

3.4.2 Introduction

Application of sub-(monolayers) of conjugated organic molecules on metal electrodes has
significant potential for enhancing the performance of modern optoelectronic devices[129, 193].
Molecules with either pronounced dipole perpendicular to the surface[134–143], or with
distinct electron accepting properties have been successfully employed[16, 24, 194, 195] in
order to modify the effective work function of electrodes. Of the latter class, the highly
electronegative molecule F4TCNQ has risen considerable interest[196–200] and at the mo-
ment is considered state-of-the art material. However, due to its relatively low mass,
it is expected to be highly volatile at elevated temperatures, and issues concerning
long-term stability and reproducibility of devices built with this molecule have been
raised[201]. Alternative solutions with higher mass and comparable electron affinity are
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therefore demanded. Gao et al.[202] realized a F4TCNQ-derivate by exchanging two flu-
orine with cyano groups, resulting in slightly higher mass and improved electron affinity,
and hence better thermal stability.

In this work, we will present the molecule HATCN, chemical structure shown in the
inset of figure 3.2 as possible substitute candidate. It is prepared by acid catalyzed
condensation of cyclohexane-hexaone and diaminomaleic dinitrile as reported in the
literature[203, 204]. Having a molecular mass of 384 g/mol it is 1.4 times heavier than
F4TCNQ (276 g/mol). Thus it is expected to exhibit considerably improved thermal
stability. Unfortunately, on the other hand the electron affinity (EA) is slightly lower.
Gas phase calculations of the vertical electron affinity show EA = -3.53 eV, as opposed
to -4.12 eV at the B3LYP / 6-31+G* level. HATCN is well known in literature as
electron deficient material[205, 206], which exhibits up to four reversible one electron re-
ductions in cyclovoltametry experiments[207], depending on the solvent used. Charge
transfer reactions with π-bases have also been reported[207], as well as the formation of
metal complexes with coinage and other transition metals[208]. Recently, its intrinsic
ability to form stable radical anions and dianions with a triplet ground state[206] has
been exploited to create molecular magnetic materials[205]. As a consequence of its
D3h symmetric shape, HATCN is a prototype molecule for the formation of discotic
mesophases[209]. Such self-assembly can possibly be used to facilitate device fabrica-
tion. Indeed, light emitting devices based on HATCN derivates have already been
reported[210]. Donor-acceptor derivates of this molecule exhibit significant hyperpolar-
izability and hence good NLO (non-linear optic) properties[211].

In this joint theoretical and experimental work, insights into HATCN adsorbed on
the (111) surfaces of Cu, Ag, and Au is obtained. Synchrotron radiation UPS and XPS
measurements are employed to monitor the valence band and the core levels and to
determine the work function shift ∆Φ as function of HATCN coverage. New density of
states near the Fermi edge is explained with the help of 3D-Periodic DFT calculations.
Bond formation between the metal and the molecule is discussed in terms of electron
donation and -backdonation, in analogy to the Blyholder model[166].

3.4.3 Experimental and Computational Details

Photoemission experiments were performed at the endstation SurICat (beamline PM4)
at the synchrotron light source BESSY (Berlin, Germany)[168]. Spectra were collected
with a hemispherical electron energy analyzer (Scienta SES 100) with an energy resolu-
tion of 120 meV. A normal emission setup was used with the exception of valence band
spectra, where the angle between sample and analyzer was 45◦. Excitation energies
for ultraviolet photoelectron spectroscopy (UPS) were 35 eV (10 eV pass energy). The
secondary electron cutoff (SECO) was obtained with the sample biased at -10 V in
order to clear the analyzer work function. For x-ray photoelectron spectroscopy (XPS)
an excitation energy of 620 eV was used (50 eV pass energy). STM measurements
were done using an Omicron VT-STM attached to a custom ultra high vacuum (UHV)
system at Humboldt University Berlin. Both experimental setups consist of intercon-
nected sample preparation (base pressure 1 × 10−8 mbar) and analysis (base pressure
1× 10−10 mbar) chambers, which provided sample transfer without breaking UHV con-
ditions. The metal single crystals were cleaned by repeated cycles of annealing (up
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to 550◦C) and Ar-ion sputtering. Photoelectron spectroscopy was used to verify the
cleanliness. STM on Ag(111) revealed atomically flat terraces with typical width of 100
nm. HATCN was evaporated onto the surface by resistively heated pinhole sources. To
obtain the mass thickness of the deposited film a quartz crystal microbalance was used.
All experiments were carried out at room temperature. Fitting of the XPS spectra
(mixed Gaussian and Lorentzian peaks and Shirley background) was done using the
WINSPEC software (University of Namur).

“RAIRS experiments were conducted at the Zernike Institute of Advanced Materials
using a Bruker IFS 66v/S spectrometer. The IR beam entered the UHV system through
a KBr window and was directed onto the sample under an angle of 83◦ (to the surface
normal). For detection the reflected beam left the chamber through another KBr win-
dow and hit a LN2 cooled HgCdTe detector. The spectrometer and the beam path from
and to the UHV chamber were evacuated and the pressure kept in the mbar range. The
spectra were recorded from 500 to 3000 cm−1, the resolution of the spectrometer was set
to 4cm−1 and typically 500 scans were co-added which gives rise to a total acquisition
time of about 3 minutes per spectrum. The spectrum of the clean substrate was taken
as a background reference R0 at the beginning of each experiment. Subsequent spectra
were recorded in a time evolved mode during HATCN deposition and are displayed in
reflectance as the ratio of the difference to the background spectrum (R−R0)/R0. The
coverages listed in the figures are the nominal thicknesses read from the quartz crystal
microbalance (QCM) before a new spectrum was acquired.

thermal desorption spectroscopy (TDS) was carried out using a quadrupole mass spec-
trometer (QMS). The QMS was tuned to the most relevant masses which were identified
in advance by desorbing HATCN directly from the source into the QMS. The substrate
could be heated up to 900 K by resistive heating. The same setup was also equipped
with an UHV compatible Kelvin probe (KP) allowing for work function measurements.
Advanced “off-null” detection as well as automatic control of the tip-to-sample spacing
was used, which is an important requirement for accurate measurements.“

- experimental details taken from ref. [192]

Calculations were performed according to the default methodology described in sec-
tion 2.2, with the following exceptions

• Owing to the large size of HATCN, a 7 × 4
√

3 unit cell was used, containing 56
metal atoms per metal layer and one HATCN molecule.

• Due to the vast computational demands, geometry optimizations were only per-
formed using a three layer slab. Terminal single point calculations for the determi-
nation of the dipole moment of the system and the charge-rearrangement, as well
as all related quantities, were carried out using a five layer metal slab as usual.

• The convergence criteria for the remaining forces of the molecule was set to 0.02
eV/Å.

.
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Figure 3.1: Work function change ∆Φ relative to pristine Ag(111) as a function of
nominal HATCN thickness Θ, obtained by UPS (red squares) and KP
(black dots). The inset shows the proposed density-dependent orientation
of HATCN on Ag(111). The color coding of the background shading rep-
resents the three different regimes referred to throughout the text: red =
regime (i), black = regime (ii), and green = regime (iii). Figure and caption
taken from ref [192].

Additionally, XPS core level shifts of carbon and nitrogen 1s electrons were calculated
by modification of the corresponding pseudopotential. Methodological details are de-
scribed elsewhere[212–214]. Since the final state approximation was employed, core-hole
screening is taken correctly into account. Note that only relative shifts can be obtained,
not absolute values. Therefore, the reported shifts usually refer to the 1s electron of
the respective atom species with the lowest binding energy; details are explained in the
text.

3.4.4 HATCN on Ag(111)

In this work, the focus will be laid on the deposition of HATCN on Ag(111). Most
effects are more pronounced here, compared to the deposition on Cu(111) and Au(111).

Structural Information and Experimental Work-Function Modification

The evolution of the work function upon deposition of HATCN on Ag(111) was mea-
sured as function of coverage using two separate methods, UPS and kelvin probe (KP)
spectroscopy. The results are shown in Figure 3.1. For both methods, a very unusual
shape of the obtained curve is observed. Whereas normally, the work function changes
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rapidly with the coverage starting with the deposition of the very first molecules (see,
e.g., 9,9’-ethane-1,2-diylidene-bis(N-methyl-9,10-dihydroacridine (NMA) in figure 3.17,
HATCN displays a “delayed increase”. For coverage up to 2.5Å, the effective work
function of the Ag/HATCN interface is found to change only by about 0.1eV. After
exceeding 2.5Å nominal thickness, a rapid increase of the work-function modification
is observed, saturating at ca. +1.0 eV at 8Å coverage. Beyond this point, additional
deposition of HATCN shows no effect on the electronic levels of the system. Such a
three-regime behavior is highly unusual. It cannot be rationalized by layer-by-layer or
island-growth models, nor can depolarization of the dipoles account for it. Only two
explanations seem to be plausible: Either layers beyond the first monolayer participate
in the charge transfer, or the first HATCN layer undergoes a severe structural modifi-
cation when exceeding a certain coverage threshold.

To shed light on this issue, TDS has been performed on HATCN/Ag interfaces. In
this method, the HATCN/Ag interface is heated at approximately 1K/min, and the
desorption of matter is measured using a mass spectrometer. This way, information
about the interaction strength of adsorbate and substrate is obtained. The results are
shown in Figure 3.2. For this system, two distinct masses have been found: 384g/mol,
corresponding to the desorption of the whole HATCN molecule, and 52g/mol, indicating
(CN)2 fragments of the HATCN molecule. In analogy to the work-function evolution,
three regimes can be distinguished. For very low coverage, no desorption of HATCN
is observed at all up to a sample temperature of 900K. This is indicative of very high
interaction strength between the first monolayer and the adsorbate. In regime (ii), only
desorption of HATCN fragments (m = 52g/mol) occurs. Since no molecules were found
to leave the surface intact, this is taken as indication that the interaction of the indi-
vidual molecules with the Ag substrate is weakened, but still every molecule must be in
direct contact. Only for regime (iii), joint desorption of whole HATCN molecules and
HATCN fragments is observed, which leads to the conclusion that at this point layers
are formed which show only weak physisorptive interaction with the surface.

To get additional insight into the orientation of HATCN on the surface, reflection
absorption infrared spectroscopy (RAIRS) was performed for different coverages of
HATCN on Ag(111). On the surface, the mirror dipole of the metal substrate imposes
additional selection rules beyond the normal rules for IR spectroscopy. Concretely, only
dipole moments perpendicular to the surface are IR active[215]. The results are shown
in Figure 3.3. Three characteristic peaks can be designated. Upon deposition of the
first molecules, a broad band arises at 2185cm−1. This band exhibits a Fano-type line-
shape, which is a sign of charge-transfer[216]. The band is also strongly shifter to lower
wavenumbers compared to the reference spectrum of HATCN in KBr (green line in Fig-
ure 3.3), thus proving a negative charge on HATCN[205]. At coverages corresponding to
regime (ii), the intensity of this band diminished. Instead, two new bands are observed
at 2229cm−1 and 2243cm−1. Whereas the intensity of the former, as function of the
coverage, goes through a maximum, the intensity of the latter increases steadily. From
these informations, the modes can be assigned to specific conformations of the HATCN
molecules. The first mode is assigned to the CN-stretch vibration of HATCN being ad-
sorbed face-on. This agrees with structural information obtained by STM imaging of the
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Figure 3.2: TD spectra of mass 384 g/mol (intactHATCN, green boxes) and mass 52
g/mol (HATCN fragment (CN)2, black boxes) for different Θ on Ag(111).
Data points were obtained by integrating the peak areas in the original TD
spectra. The inset shows the chemical structure of HATCN. Figure taken
from ref [192].

low-coverage phase, shown in the next section. The reason that this mode is IR-active
at all can be found in the structural deformation of HATCN, also shown in the next
section. Since this mode disappears completely from the spectrum at higher coverages,
it is concluded that also the face-on conformation vanishes. Mode II at 2229cm−1 is
attributed to the CN-stretch vibration upright standing HATCN molecules. In this case,
only 2 out of 6 CN-groups interact directly with the surface, while the other 4 are prac-
tically free. Two reasons can be made responsible for the shift to higher wavenumbers
compared to mode I. First, in the upright standing molecule less charge is transferred to
HATCN, which is the main reason for the bathochromic effect. Second, the CN-group
is now caught directly between two “walls”, the metal substrate and the molecule, which
increases the steepness and thus curvature of the associated potential well. Mode III is
in intensity, lineshape and energetic position very similar to the reference of HATCN
in KBr, and therefore attributed to non-interacting HATCN, i.e., HATCN multilayer
physisorbing on the HATCN/Ag interface.

The proposed conformations are summarized in Figure 3.1, and a direct link between
the conformations and the evolution of the work-function modification can be estab-
lished. In the low-coverage regime, HATCN is adsorbed face-on on Ag(111), inducing
only a small work-function modification. Upon further deposition, the molecules reori-
ent to an edge-on adsorbed faces. Thereby, the original face-on layer is cannibalized by
the new conformation, and a complete face-transition takes place. In this high-coverage
regime, the work function is increased significantly by up to ca. +1eV. Finally, after
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Figure 3.3: Right: RAIR spectra recorded during HATCN deposition on Ag(111) for
the region of the CN stretch mode. Left: Zoom of right part (denoted by
the red rectangle in the right panel) for Θ up to 6Å. The color coding of the
different spectral regions refers to the three regimes (i)Ű (iii) used in the
text.

completion of the edge-on layer (or, more likely, starting during formation thereof), is-
land growth occurs as HATCN molecules physisorb on the modified interface. These
molecules do not interact with the subtrate anymore, thus not contributing to the
work-function of the sample anymore. To support this conclusion, extensive density
functional theory (DFT) calculations have been carried out.

3.4.5 Computational Investigation

To obtain more insight in the chemical processes occurring at the interfaces, DFT cal-
culations were employed. The low-coverage face will be discussed first. In interfaces
between conjugated organic molecules and metals with strong adsorbate/substrate in-
teraction, the substrate usually adopts a face-on geometry. The experimental unit cell,
as obtained my STM measurements, is a honeycomb structure involving at least 2
molecules per cell. Unfortunately, this involves too many atoms to be readily trace-
able by DFT calculations, at least as far as a geometry optimization in an reasonable
timescale is concerned. Therefore, it was decided to do the geometry optimization for
a hypothetical loosely packed HATCN monolayer with a single HATCN molecule in an
extended 7 × 4

√
(3) unit cell to avoid artifacts due to incorrect packing while keeping

the system at a reasonable size. Since no information about docking site and orienta-
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Figure 3.4: Fully relaxed geometry of HATCN on Ag(111). Black atoms correspond to
carbon atoms, gray atoms to nitrogen, white atoms to Ag. Only the topmost
metal layer is shown for the sake of clarity.

tion of HATCN on the surface is available, several different positions were tested. It
turned out that within the convergence criteria employed as described in section 3.4.3,
all conformations were energetically equal within 1 meV. It might, therefore, be inferred
that no distinct docking site exists at all. Upon adsorption, the formally D3h symmet-
ric molecule looses its planarity and becomes strongly bent, in analogy to F4TCNQ[24].
The vertical distance between topmost metal layer and molecule varies between 2.54
Å (lowest cyano nitrogen atom) and 3.65 Å (topmost inner ring carbon atom). Both
values are similar to the experimentally determined adsorption distance of F4TCNQ
on Cu(111), lending credibility to these calculation. Moreover, also the C3 rotation
symmetry is lost. The fully relaxed geometry is shown in Figure 3.4. The interaction
strength between metal and adsorbate can be estimated by calculating the binding en-
ergy. To that aim, the energy of the combined system is subtracted from the energy
of the individual components, where each part was fully relaxed. The binding energy
between HATCN and Ag is found to be 0.71 eV. Note that DFT fails to account for
van-der-Waals interactions. Thus, this value should be regarded as lower bound rather
than the correct interaction energy.

Electron rearrangements upon adsorption are depicted in Figure 3.5. The modifica-
tion of the plane averaged electron density, ∆ρ is shown as solid line. In analogy to the
binding energy, the value is given by

∆ρ = ρcombined − (ρ(monolayer+ρslab) (3.1)

Hereby, the geometry of the individual systems is kept fixed at their final position,
i.e. their coordinates in the combined system. A strong reduction and a pronounced
minimum are observed near the topmost Ag layer. Electron density of the metal is
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Figure 3.5: Left: Plane averaged electron density difference ∆ρ (solid line) and trans-
ferred charge ∆Q (dotted line). ∆Q is obtained by integration of ∆ρ. An
excerpt of the system is shown in the background as guide to the eye. Right:
3D Charge rearrangements upon adsorption of HATCN on Ag(111). Light
regions correspond to negative sign, i.e. depleted electron density, while dark
regions imply density buildup. An isovalue of 0.01 has been used. Only the
top three layers of the metal are shown.

transferred to the maxima of the curve, which are located in two planes above and
below the monolayer. The first, global maximum is located at the cyano groups, while
the second, local maximum is found above the plane of the aromatic system, indicating
the the filled orbital exhibits π-symmetry. The minimum between those peaks shows
slightly negative values, pointing to a reduction of electron density in the σ-plane of
the adsorbate. The right part of 3.5 illustrates the change in electron density in a 3D-
fashion. Blue regions indicate electron depletion, while red areas show accumulation
of density. Note the depletion of charge density where nitrogen lone pairs are located.
Additional depletion in the σ-plane of HATCN is attributed to the N-C antibonding
character of the formally unoccupied LUMO. An increase of electron density can be
found in the π-plane of the molecule, as well as between the CN-nitrogen atom and the
metal, which is indicative of the newly formed bond between metal and adsorbate.

The nature of orbitals participating in the charge transfer can be obtained by pro-
jecting the density of states onto the molecular orbitals of the isolated monolayer. The
results in Figure 3.6 show a small reduction in the occupation of a group of low-lying
orbitals, namely HOMO-23 to HOMO-18. All of these orbitals are connected to a com-
bination of the electron lone pair of CN groups, and hence are of σ-symmetry. Hence,
this group is made responsible for the forward-donation process. Occupation increase
can be found on another group of orbitals: LUMO, LUMO+1 and LUMO+2, by 31%,
19%, and 16%, respectively. These orbitals strongly hybridize with the metal band,
accepting in total about 1.3 electrons. The simultaneous filling of three orbitals at once
is a consequence of the near-degeneracy of these orbitals, which is only lifted by the
deviation of the adsorbed molecule from the C3 (or D3h) symmetry. This argument is
illustrated by the molecular density of states MDOS, i.e. molecular contribution to the
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Figure 3.6: Molecular Occupation derived from projection of the electron density of the
combined system onto molecular orbitals of the isolated molecule. Closed cir-
cles correspond to initially filled, open circles to initially unoccupied molec-
ular orbitals. The corresponding orbitals are plotted as inset with a contour
value of 0.05. The inset shows the molecular density of states associated
with LUMO, LUMO+1, and LUMO+2

density of states of the system. The MDOS of the three accepting orbitals is shown in
the inset of Figure 3.6.

Filling of the LUMO and near-degenerate partners does not cause a quinoid to benzoid
transition, in contrast to the case of TCNQ and its derivates. Lack of this powerful driv-
ing force for charge transfer explains the comparably low adsorption energies. Moreover,
it is clear that filling of the LUMO alone cannot account for the total charge transfer,
and more importantly, the bend of the molecule. Since it is of π-character, none of the
carbon atoms experiences any stress to change their character from sp2 to sp3. Indeed,
the electronic rearrangements are more complex. In analogy to the Blyholder model[166]

for adsorption of carbon monoxide, the electron lone pairs of the cyano nitrogen atoms
donate electrons into the metal bands. Formally, this renders the molecule positive.
Since HATCN is the more electronegative partner in this reaction, it will in turn pull
electrons back into the energetically next higher, appropriate orbital. This orbital is
created by combining the CN-π-orbitals (or, rather, the former LUMO of the unper-
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turbed molecule) with the metal bands. This interpretation is backed up by elongation
of the C-N triple bonds upon adsorption, reminiscent of the the CO case. The driving
force for bending the molecule is hence the need of the lone pair to be able to interact
with the metal electrons. Maximum overlap would be achieved if the lone pairs pointed
directly towards the surface, i.e. the CN group was located upright. Since there are
six groups linked together, simultaneous upright positions of all of them are impossible
to achieve. Hence the molecule finds the optimal compromise, leading to the observed
(calculated) bend and the filling of the LUMO and its near-degenerate relatives.

The amount of charge transfer upon bond formation, ∆QBond, can be inferred from
integration of the plane averaged charge density difference from equation 3.1.

∆QBond =

∫ z

0
∆ρ(z′)dz′ (3.2)

The global maximum of this quantity gives the total number of electrons transferred
from the metal, which is arbitrarily defined here as the region to left of the maximum,
to the molecule, which is defined as the region to the right. An exact definition and
discussion of this quantity is given in reference [167]. Here, a ∆QBond value of 0.56
electrons is found, i.e. as a net effect approximately half an electron is transferred from
the metal to HATCN. As a consequence of the charge transfer, a dipole (called bond
dipole) arises, which is found to be as large as +6.0 Debye. At the same time, as a
consequence of the bend of the molecule, a molecular dipole of -2.9 Debye perpendicular
to the surface is induced. Via the Helmholtz equation, the dipole (i.e., the sum of the
former contributions) can be directly related to a shift in the vacuum level above the
system, modificating the work function by:

∆Φ =
µz
ε0A

(3.3)

Here, µ denotes the dipole, ε0 the vacuum dielectric constant and A the size of the
unit cell. In the case of a loosely packed monolayer as used in the calculations, the
total shift amounts to +0.25eV, owing to the balance of a work-function increase of
+0.54eV from the charge transfer and a work-function reduction of -0.26eV due to the
bend. A possible explanation, which would be consistent with previous work[167], would
be that the work function is to first approximation linearly dependent on the coverage.
Sublinear effects due to dipole depolarization were shown to be in the order of ≈0.05 eV
even for molecules with significantly larger dipoles[217, 218]. The coverage in this system,
as modeled, is 0.24 HATCN/nm2. From STM measurements (see next section)), an
experimental density of approximately 0.44 HATCN/nm2 can be inferred. Extrapo-
lating to the measured density of 0.44 HATCN/nm2 would result in a predicted work
function modification of +0.48 eV, which is about half an eV larger than the experimen-
tally defined value. Interestingly, however, when calculating the HATCN/Ag interface
in the experimentally determined unit cell, using the geometry obtained from the opti-
mization of the loose monolayer, it is found that the total work-function remains almost
constant at +0.2eV. This effect can be traced back to the fact that the work-function
modification induced by both the bond dipole and the molecular dipole scale with the
packing density (reaching values of +0.7 and -0.5eV, respectively), continuing to partly
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Figure 3.7: Front view (top) top view (middle) and side view (bottom) of upright stand-
ing HATCN adsorbing with its cusp (right) and 60ř rotated (left). The unit
cell is reproduced 6 times in the x and 3 times in the y direction. Figure
taken from ref [192].
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cancel each other out. The computational value of +0.2eV is in fair agreement with the
experiment; the deviation can be attributed to geometry effects, especially the problem
that the bend is likely overestimated, as is the adsorption distance. Better agreement
could be reached when employing the actual, experimental coordinates of the HATCN
molecule[24, 109].

For the edge-on conformation of HATCN in the high-coverage regime, no experimen-
tal information of the ordering could be retrieved. It is this likely that this phase either
consists of a very complicated unit cell, or does not form a well-ordered layer at all. To
rationalize the observed work-function modification and to get principle insight into the
charge-transfer mechanism, a single perfectly upright-standing HATCN molecule in a
2× 3

√
3 unit cell was assumed, as shown in Figure 3.7 The symmetry of the gas phase

molecule is large retained in this conformation and hence, the molecular dipole moment
is zero.

The mechanism of charge-transfer between metal and adsorbate is fundamentally
altered. Whereas in the face-on conformation, the main contribution came from the
π-system, in the edge-on conformation the charge rearrangements are more localized on
the CN-group, as shown in Figure 3.8. This situation is reminiscent of covalently-bonded
self-assembled monolayers[22]. In agreement with the experiment, for the edge-on con-
formation a large positive work-function modification predicted. The calculated value
of +2.4eV, however, is significantly too large. A quantitative agreement was not to be
expected, though, since in the experimental situation apparently no ordered layer is
obtained.
adsorbate is fundamentally altered. Whereas in the face-on conformation, the main
contribution came from the π-system, in the edge-on conformation the charge rear-
rangements are more localized on the CN-group, as shown in Figure 3.8. This situation
is reminiscent of covalently-bonded self-assembled monolayers[22]. In agreement with
the experiment, for the edge-on conformation a large positive work-function modifica-
tion predicted. The calculated value of +2.4eV, however, is significantly too large. A
quantitative agreement was not to be expected, though, since in the experimental situ-
ation apparently no ordered layer is obtained.

3.4.6 Potential Application: Soft metallic contacts

One of the prime challenges in molecular electronics is to make contact between the
organic material and the electrode without altering the properties of the active com-
pound. It was shown in this thesis that the metal substantially influence the geometry
and molecular charge of an adsorbate, and it is plausible that also other properties,
like the optical band gap, are affected. A remedy to this problem is to insert a buffer
layer between metal and organic[219–221]; however, such a buffer layer typically sup-
presses the metallic contact, introducing another charge-injection barrier to the device.
In this section it will be reported that HATCN can be utilized as a buffer layer that
proliferates the metallic contact to subsequently deposited C60. At the same time, the
honeycomb structure of the HATCN layer serves as a template for the fullerenes, allow-

75



3 Specific Systems

Figure 3.8: Light regions correspond to negative sign, i.e. depleted electron density,
while dark regions imply density buildup. An isovalue of 0.01 has been used.
Only the top three layers of the metal are shown.

ing STM imagining at room temperature, which is normally not possible. Also, despite
the metallic contact, the bulk properties of C60 are retained in this heterointerface.

STM investigations at low coverages reveal a honeycomb structure with two HATCN
molecules in a hexagonal unit cell with a lattice parameter of 2.0nm. Low energy
electron diffraction experiments confirmed that this structure is valid for a larger re-
gion. To confirm that the observed STM image indeed corresponds to the face-on
adsorbed HATCN conformation, DFT has been employed to simulate the picture using
the Tersoff-Hamann approach as described in section 2.2. The structure is shown in
Figure 3.9; excellent agreement between theory and experiment is obtained. In a honey-
comb structure, six molecules form one closed ring, leaving a hole in its center. This hole
can be used as template. Indeed, STM imaging reveals an inverted honeycomb for sub-
sequentally deposited C60. Unfortunately, a reliable calculation of the STM picture by
means of DFT is not possible, since the interaction between the fullerene and HATCN
can be expected to be mainly determined by van-der-Waals interactions, which are not
correctly accounted for in common GGA-type functionals. The adsorption energy of
C60 on the HACTN layer is sufficiently large to allow for STM imaging of the overlayer
at ambient temperature. It is also interesting to notice that a few single fullerenes with-
out neighboring molecules are observed, which are, nonetheless, in registry with the
position of the nanocavity matrix provided by HATCN/Ag(111), which can be inferred
by theoretical extrapolation of the observed C60-C60 distances. This indicates that the
overlayer is not stabilized by intermolecular interactions of the C60 layer.

As next step, the question whether HATCN can provide metallic contact to the
fullerenes must be tackled. UPS investigations of HATCN on Ag reveal additional
intensity near the Fermi edge, marked in figure 3.10 with a “+”. From DFT calcula-
tions, this can be clearly attributed to a partially filled LUMO of the organic molecule
hybridized with the metal bands. Metals, by definitions, are systems with partially
occupied bands. Consequently, the HATCN/Ag has to be viewed as being metallic,
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Figure 3.9: STM images of (a) monolayer C60 on Ag(111). (tunneling voltage UT = -0.1
V, tunneling current IT = 0.8 nA). (b) Monolayer HATCN on Ag(111). The
inset resolves individual molecules; the red rhombus indicates the hexagonal
unit cell with a ) 0.96 nm (UT = -1.0 V, IT = 0.3 nA). (c) Simulated STM
image of a HATCN monolayer on Ag(111) (details: see text). The structures
of the individual HATCN molecules are overlaid as a guide to the eye to be
able to correlate the STM picture with the molecular arrangement. (d) C60

submonolayer on HATCN/Ag(111) (UT = 1.0 V, IT =0.3 nA). Inset: the
red rhombus indicates the hexagonal unit cell with a = 2.0 nm (UT = 1.0
V, IT = 0.1 nA). Figure adapted from ref. [191]. (In the original publication,
the wrong picture has been used for (c), which has been corrected here.)
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Figure 3.10: Left: UPS spectra of the valence region for the different samples as indi-
cated (ML) monolayer). The LUMO-derived state at the Fermi level (0
eV binding energy) for C60/Ag(111) is marked by “*”. The LUMO-derived
state for HATCN/Ag(111) is marked with “+”. Right top: Local density
of states (LDOS) of HATCN on Ag(111) in the arrangement shown in
Figure 3.9, integrated in an energy window of 0.1 eV above and below
the Fermi level EF . The LDOS extends over both the molecule as well
as the Ag substrate, indicating that the metallic character extends onto
the HATCN molecules. Right bottom: Molecular contribution to the den-
sity of states (MDOS) of HATCN/Ag(111). The band associated with the
HATCN LUMO is pinned right at EF . The LUMO-derived state is marked
with “+” and red shaded. Figures taken from ref. [191].

provided the spatial distribution of electrons at the Fermi-energy is delocalized between
Ag and the organic layer. To find this out, the local density of states (LDOS) has been
plotted in a window of ±0.1eV around EF . The result, shown in the right part of 3.10,
clearly shows that the metallic character indeed extends to HATCN.

From UPS experiments it can also be inferred that the goal of retaining the bulk-
properties of the fullernes has been achieved. The spectrum of the Ag/HATCN/C60

system is strongly reminiscent of the multilayer spectrum of C60, both shown in the
left part of Figure 3.10. The small differences can be attributed to the work-function
modification induced by HATCN adsorption.
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Figure 3.11: Left:UPS spectra of the valence region for HATCN deposited on
Cu(111).Middle and right: STM images of HATCN has been deposited
on Cu(111). Image (a) shows a nominal coverage of 2Å on an 200x200
nm2 image (UT=-1.0 V, IT=1.0 nA). (b) shows a higher nominal coverage
on an area of 109x109 nm2 (UT=-1.0 V, IT=0.3 nA). Figures taken from
ref. [191].

3.4.7 HATCN on Cu(111)

This section will deal with HATCN adsorbed on Cu as substrate. Qualitatively, most ef-
fects are similar to the situation on Ag(111). However, some differences can be observed,
which will be elaborated here.

Experimental Results

The experimental UPS spectra recorded for the sequential deposition of HATCN on
Cu(111) shown in the left part of Figure 3.11 are similar to the spectra on Ag(111)
shown in Figure 3.10. An attenuation of Cu features is observed accompanied by an
increase of strong molecular features centered at 4.58 and 7.60 eV binding energy (BE).
The latter peak has a shoulder at the low BE side, similar to the multilayer spectra
on Ag. The ionization energy of the multilayer film is found to be 9.28 eV. Additional
intensity appears close to the Fermi edge, which can also be attributed to a partially
occupied hybrid state of LUMO and metal bands. STM images on Cu(111) are shown
in the right part of Figure 3.11. Small 2D islands with a dendritic shape form and grow
in a confined area until a monolayer is almost closed. No ordered superstructure of
HATCN on Cu(111) is, however, observed.

The change of the work function follows a similar trend as observed on Ag. But in
contrast to the shallow increase until a coverage of 6 Å in the Ag case, in the Cu case it
slightly decreases from 4.94 (pristine Cu(111)) to 4.81 eV as shown in Fig. 3.12. With
increasing coverage the trend is reversed and the work function increases to 5.54 eV at
a film thickness of 48 Å. The change in behavior both here and on Ag(111) is ascribed
to a change in the adsorbate morphology.
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Figure 3.12: Absolute and relative work function change for the sequential deposition
of HATCN on Cu(111) as determined from the secondary electron cutoff.
Figure provided by Benjamin Bröker.

Computational results

For Cu, only the face-on geometry has been computationally investigated. From DFT
optimization, the equilibrium distance between molecule and topmost layer is found to
be 3.95 Å, which is unusually large. Nonetheless, strong bending of the molecule is
observed, in analogy to the situation on Ag. The vertical distance between the lowest
and highest HATCN atoms amounts to 0.78 Å. The calculations yield an adsorption
energy of -0.54 eV. Electron rearrangements upon adsorption and the influence on the
electrostatic potential are depicted in Figure 3.13. Qualitatively, the situation is very
similar to the situation on Ag. Formation of one or several metal-molecule bonds is
observed, indicated by the reduction of charge density in the vicinity of the metal and
the concurrent increase near the molecule. The density buildup is confined to regions
above and below the plane of the molecule. Quantitatively, the total charge transferred
is computed to be 0.33 electrons, about 2/3 the value for Ag. Still, the work function
shift due to the charge transfer dipole formation is as large as 0.55 eV, driven by the
large molecule-metal distance. The shift in vacuum level due to the molecular dipole is
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found to be -0.24 eV, resulting in a net work function modification of +0.31 eV. Embar-
rassingly, this is not even in qualitative agreement with the experimental results, which
predict a small work-function reduction for the low-coverage phase.

The failure to correctly account for the experiment can be at least partly attributed
to the arguably too large (calculated) distance between molecule and metal, which in
turn gives a too large bond dipole. The overestimation of the vertical distance arises
from the lack of non-local interactions, e.g. van-der-Waals forces, in the computations.
This impact of the adsorption distance is investigated in more detail in section 4.1.
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Figure 3.13: Plane averaged change of electron density ρ, charge Q, bond dipole ∆EBD
and electrostatic potential (bottom to top) of HATCN on Cu(111)
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3.4.8 HATCN on Au(111)

Some final remarks will be made with regard to the deposition of HATCN on Au(111).
Gold is the most noble and hence least reactive metal of this series. In contrast to the
strong to modest interactions with Ag and Cu (“chemisorption”), only weak effects are
expected here. Thus, DFT is pushed right to its limits.

Experimental results

UPS valence band spectra (graph not shown here) on gold show a weaker attenuation of
the metal features, but two molecular peaks can be observed at 4.5 and 7.8 eV binding
energy. In contrast to the deposition on Ag and Cu, the Fermi edge is clearly visible for
the thickest film on gold. Thus the ionization energy for the multilayer film cannot be
extracted from the onset of the highest occupied molecular orbital (HOMO) of HATCN.
The work function, judging from the secondary electron cutoff, rapidly decreases upon
deposition of HATCN, see Figure 3.14. At some point, around approximately 12Å, the
trend reverses. However, the increase of the work function proceeds very slowly. Even
for 48 Å film thickness, ∆Φ remains negative, in contrast to the situation of Ag and
Cu. Moreover, masking of Au features is only observed for the first few Å of film depo-
sition, after which they remain almost constant. STM pictures showed only disordered
clusters on Au(111). This finding is backed up by the fact that metal features are not
completely masked at even high film thickness. Hence, HATCN on Au is proposed to
follow Vollmer-Weber growth, i.e., forms islands/cluster without closing a wetting layer.

Computational Results

Like for Cu, only the face-on monolayer has been investigated. Following the expected
order Cu > Ag > Au, the binding energy of this system is lowest in this series, namely
-0.34eV. The computed minimum distance between molecule and surface is found to be
4.10Å, which is not very realistic anymore. Also the bend of the molecule is smallest
in the series. The vertical distance between lowest and highest atom amounts to 0.4
Å. The calculated rearrangements in electron density, total charge transferred, and the
bond dipole as well as the corresponding plane averaged electron potential energy are
depicted in Figure 3.15. In contrast to the experiment, the overall picture qualitatively
resembles the situation for the other metals. Electron density from the metal is trans-
ferred to regions closely above and below the molecule. As expected, the amount of
charge transferred is significantly lower, 0.16 electrons. Due to the large molecule-metal
distance of more than 4 Å, the bond dipole is still considerable, and induces a vacuum
level shift of +0.24 eV. As a consequence of the reduced bend, the shift in vacuum level
due to the molecular dipole is quite small, only -0.07 eV. Thus, DFT predicts ∆Φ to be
+0.17 eV. It is to stress here that the calculated net work function change is positive,
which is in striking contradiction to the experiment. Again, the obvious overestimation
of the adsorption distance, as well as the general overestimation of the charge-transfer
distance should be held responsible for this discrepancy. Additionally, it is not very
surprising that the calculation for a hypothetical well ordered monolayer on Au does
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Figure 3.14: Absolute and relative work function change for the sequential deposition
of HATCN on Au(111) as determined from the secondary electron cutoff.
Picture and data provided by Benjamin Bröker

not concur with the experiments performed for a system which apparently does not
exhibit a closed monolayer at all.
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Figure 3.15: Plane averaged change of electron density ρ, charge Q, bond dipole ∆EBond
and electrostatic potential (bottom to top) of HATCN on Au(111)
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3.4.9 Conclusion

It has been shown that the interaction between coinage metals and the intermediate
acceptor HATCN differs significantly between Ag, Cu, an Au. While for silver, nicely
closed monolayers are formed which can serve as template and metallic contact to subse-
quently deposited organic material, only dendritic growth is observed on Cu, and even
less order is found experimentally on Au. This fits well with the computed decrease
of the interaction strength along this series. It was found that the first, chemisorbed
layer of HATCN undergoes a phase transition upon increasing material deposition: for
low coverages of the organic material, a face-on conformation is observed. At higher
coverages, the face-on molecules reorient to more or less upright standing molecules and
incorporate further material into this layer. Although explicitly only proven for the case
of HATCN on Ag, the work-function evolution also hints at similar effects at least on Cu,
and most likely also on Au. Concerning the face-on phase in the low-coverage regime,
only for HATCN on Ag a satisfactory agreement between the work-function modifica-
tion measured experimentally and computed by DFT is obtained. In the cases of weaker
interaction, large quantitative and qualitative errors occur. This is, on one hand, at-
tributed to the overestimation of the adsorption distance and the exaggeration of charge-
transfer by DFT in general. On the other hand, also the non-concurrence between the
assumed closed monolayer for the calculation and the real sample, which is likely a
disordered, amorph phase, likely plays a big role. The high-coverage phase was studied
computationally only on Ag(111). Qualitatively, the increase of the work function could
be rationalized, albeit with a strong overestimation resulting from the unknown struc-
ture of this layer. It was also found that the mechanism of charge-transfer shifts from a
Blyholder-type donation-backdonation mechanism, which involves the whole molecules,
to a mechanism more familiar from self-assembled monolayer centered mostly on the
regions of the HATCN in intimate contact with the metal.
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3.5 COHON

3.5.1 Preface

As second electron accepting molecule, coronene-1,2,5,6,9,10-hexaone (COHON) was
investigated. Its chemical structure is shown in Figure 3.16. The COHON molecule
was synthesized by the Mainz group as precursor molecule for larger graphene sheets.
Within the IControl project, also its potential for work-function modification of coinage
metal surfaces was investigated. From gas phase calculations at the B3LYP / 6-31+G*
level, a vertical electron affinity of -3.42 eV is obtained, which is of the same order
of magnitude as for HATCN (-3.53 eV). Both molecules are also structurally similar,
since in gas phase they exhibit D3h point group symmetry, and both molecular have
the same number of atoms contributing to the π system. A notable difference, however,
is that the general build-up of the COHON molecule is somewhat more compact, and
the docking groups are significantly shorter.

For HATCN reliable computational results were only obtained on Ag. Therefore, CO-
HON is investigated only on this metal. The results reported here were also reported
in the same wording to the consortium of the ICONTROL project in Deliverable 22,
part 3. At the moment, publication of the results is not intended. All calculations per-
formed for this section were performed by myself. Conclusions were drawn in multiple
discussions with Egbert Zojer and Gerold Rangger.

3.5.2 Computational Results

Unfortunately, to the best of our knowledge, no experimental unit cell is known up to
date. Therefore, COHON was investigated theoretically in the default 5 × 3

√
3 unit

cell, assuming a loose packing regime in order to avoid artifacts from improper interac-
tions between the individual molecules. Upon adsorption, the formally planar COHON
molecule becomes bent, with the outer keto groups working as docking groups and
pointing towards the metal, as shown in Figure 3.16. This behavior is in close analogy
to HATCN, as well as most other charge-transfer molecules investigated in this project
so far. A notable exception is perylene-3,4,9,10-tetracarboxylic-3,4,9,10-dianhydride
(PTCDA), which remains almost perfectly planar[132], and for which the binding en-
ergy calculated by DFT (excluding dispersion interactions) is zero[99]. In COHON, the
oxygen atoms are found at about 2.3Å above the top Ag-layer, and ca. 1.1Å below the
central phenyl ring, as shown in Figure 3.16. Furthermore, a slight distortion of the C3

symmetry is observed, as every docking groups tries to get into an energetically optimal
position. This results in a lifting of the degeneracy of orbitals, which will be discussed
below.

The strong electronegative nature of the keto-groups strongly polarizes the molecule.
As consequence of the bending, a molecular dipole in z-direction, i.e., perpendicular to
the surface, is induced. This dipole points towards the surface, and according to the
Helmholtz-equation leads to a significant decrease of the electrostatic potential above
the sample by -0.79 eV. This is opposite to the desired effect of electron acceptors,
which is a work-function increase. The bending, however, can also be interpreted as
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Figure 3.16: Left: chemical structure of COHON. Right: Front view of the optimized
adsorption geometry of COHON on Ag(111).

an unambiguous sign of chemisorption. Charge transfer is an integral part of most
chemical reactions, and due to the large electron affinity of COHON, electrons are
transferred from the metal to the molecule. In Figure 3.17, the plane integrated charge
rearrangements upon adsorption are shown.

Directly above the surface of the topmost metal layer, a significant decrease of elec-
tron density is observed, labeled as I. This peak indicates the back-donation of metal
electrons to the COHON molecule; also, this region is where Pauli-pushback can be
observed. At the same time, also an increase of electron density directly at the posi-
tion of the central phenyl ring, designated as II, is observed, which can be ascribed
to forward-donation. Three main areas are identified where the electron density is in-
creased: First, the peak labeled 1, which is located almost halfway between molecular
plane and metal. The electrons in this region most likely belong to (a lone pair of) the
oxygen atoms, rendering them even more negative. This can also be seen in the 3D
rearrangements, where a region of negative charge is found in the prolongation of the
C=O bond. This is in sharp contrast to the cyano substituted molecules investigated
so far, like HATCN or F4TCNQ, where in the prolongation of the CN bond always a
reduction of electrons was observed. Furthermore, two peaks are found directly above
and below the molecular plane, labeled as 2a and 2b. These regions belong to the
π-plane of the molecule, as demonstrated by the 3D charge rearrangement plot. From
the integration of ∆ρ, the transferred charge ∆Q is obtained. In accordance with the
convention employed in the previous sections, the region below the maximum of ∆Q
is defined as the metal, and the region above as molecule. Within this definition, the
transferred charge is given by the maximum of ∆Q, which in the present case is 0.82
electrons. Since the molecule becomes negatively charged in the adsorption process, a
bond dipole is created which points away from the surface. In the loose packing regime,
the corresponding potential increase amounts to +1.20eV. Together with the molecular
dipole discussed above, this adds up to a total work-function change of +0.41eV. Thus,
more than half of the work-function increase due to the charge transfer is compensated
by the consequences of the molecular distortion. Due to the similar size and shape to
HATCN, it is quite reasonable to assume that a real monolayer of COHON will form a
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Figure 3.17: Left: Plane integrated charge rearrangements of COHON upon adsorption.
The dashed line indicates the top metal layer, while the dotted line corre-
sponds to the central phenyl ring of COHEN. Right: 3D charge difference
density. Dark areas indicate increased, light areas reduced electron density.

similar unit cell. Table 3.1 reports the work function shifts for such a “tightly” packed
layer of COHON, and compares it to the same results for HATCN, which were in part
already discussed in section 3.4. Please note that the“loose”packing regime for HATCN
required a larger unit cell, and is therefore not equal to that of COHON. It is interesting
to notice that for both molecules, the total work function change ∆Φ is reduced slightly
(or rather, remains almost constant) in the tight packing compared to the loose regime.
The reason for this counterintuitive effect is not perfectly clear yet, and can neither be
explained by depolarization effect nor a change of the charging energy of the molecules.

Table 3.1: Transferred charge ∆Q, molecular dipole induced shift of the work function
∆Φmol, bond induced shift of the work function ∆Φbond and induced work-
function modification ∆Φ for the loose packing and the packing of the ex-
perimental (“tight”) HATCN unit cell. Please note that loose packing for
COHON and HATCN does not refer to the same size of the unit cell.

Molecule Packing ∆Q (e) ∆Φmol / ∆Φbond ∆Φ

COHON loose 0.82 -0.79 1.20 0.41
COHON tight 0.79 -0.93 1.31 0.38
HATCN loose 0.56 -0.26 0.54 0.26
HATCN tight 0.41 -0.55 0.79 0.24

It is also noteworthy that the predicted net work-function modification induced by
adsorption of COHON is larger than that of HATCN, despite the slightly worse electron
affinity. It is also worth pointing out that the charge transferred to COHON is almost
twice as large as for HATCN, which would be completely unexpected if the electron
affinity is the only driving force. Indeed, a posteriori, at least the latter effect can be
understood from the studies presented in section 4.2.
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3.6 GaClPc: Orientational ordering and geometrical
deformations of a molecule with a flexible dipole adsorbed
on Cu(111)

3.6.1 Preface

In this section, the focus is shifted away from strong electron donor and acceptor ad-
sorbates to chlorogallium phthalocyanine (GaClPc), an organometallic compound (see
Figure 3.18) with a permanent dipole moment, which is investigated theoretically as well
as experimentally. The study of a non-redox-active compound provides complementary
information on the processes occurring upon formation of metal/organic interfaces.

Experimental and part of the theoretical results shown in the following section will
be published in a paper by Gerlach et al. which is currently under review in Physical
Review Letters. Since this thesis is mainly concerned with the computational results,
the experimental findings will only be briefly sketched here. In the computational
part, extended information on the attempts to determine the adsorption geometry are
reported. The final part concerned with the electron rearrangement upon adsorption is
a reproduction of the corresponding part of the Supporting Information for the paper
of Gerlach et al. X-ray standing wave (XSW), X-ray photoelectron spectroscopy (XPS)
and ultraviolet photoelectron spectroscopy (UPS) measurements have been performed
by A. Gerlach and S. Duhm in the group of F. Schreiber under the beamline supervision
of J. Zegenhagen. Supplementary metastable atom electron spectroscopy (MEAS) was
done in Japan by S. Kera. Density functional theory (DFT) calculations have been
performed by myself. Interpretation of the computational results was done in multiple
discussion between E. Zojer and myself.

3.6.2 Experimental Methodology

“The XSW experiments were carried out at beamline ID32 of the European Synchrotron
Radiation Source (ESRF) in Grenoble. Using the (111)-reflection of the copper sub-
strate we have taken data in back-reflection geometry[186, 222], i.e. corresponding to th
lattice plane spacing d = 2.08Å with photon energies around EBragg = 2.97 keV. The
UPS experiments for different coverages were performed with a photoelectron spectrom-
eter equipped with a standard He I light source (photon energy 21.2 eV) in our home
laboratory. The Cu(111) crystal with a small mosaicity was prepared under ultra-high
vacuum conditions by repeated cycles of argon sputtering and annealing (base pressure
4× 10−10mbar). The GaClPc material was purchased from Sigma-Aldrich, purified by
gradient sublimation, and thoroughly degassed in the vacuum chamber. With a cali-
brated quartz microbalance typical deposition rates of 0.2Å/min. were realized. For all
experiments reported below the substrate temperature was held constant at 80◦.”

- taken from Gerlach et al., Phys. Rev. Lett., submitted

3.6.3 Experimental results

From XPS data, it becomes evident that multiple signals are of sufficiently high quality
to be used for the determination of the atomic position using the XSW technique.
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Effectively, the 1s core level signals of carbon and nitrogen have been used, along with
the 2p1/2 signal of Ga and the KLL-Auger electrons from Cl. The modulo-d ambiguity

of XSW[223] states that the same signal is obtained for atoms with positions differing
by exactly the lattice distance of the substrate (2.08Å in the case of Cu(111)). It is,
therefore, not possible to obtain a unique geometry. Rather, two possibilities must be
envisioned for each atom:

• C: 2.36Å or 4.44Å

• N: 2.62Å or 4.70Å

• Ga: 2.14Å or 4.23Å

• Ca: 1.88Å or 3.96Å

Larger distances can be excluded, since for metal/adsorbate separations above 6Å no
significant interaction exists any more. The XSW-data allow for two distinct conforma-
tions: In the “Ga-down”-case, the Ga atom is closer to the surface than the Cl atom,
giving rise to a bond length between them of 1.82Å. The second possibility is that the Cl
atom is closer to the Cu substrate, with a Ga-Cl distance of 2.35Å. This conformation
will be called “Cl-down”. Independent of the orientation of the Ga-Cl bond, the Pc ring
can be found at low (≈2.5Å) or at high (≈4.5Å) position. UPS experiments revealed a
work-function modification of ca. -0.35 eV upon adsorption, with is stable for a large
coverage range. Only upon annealing, a further decrease to -0.6eV is observed. To aid
the interpretation of the results, DFT calculations have been performed.

3.6.4 Computational Results

Figure 3.18: Geometry of GaClPc as obtained by geometry optimization in
Gaussian03[71]. Green atoms: carbon; white atoms: hydrogen; blue atoms:
nitrogen; red atom: gallium; yellow atom: Cl. The arrow indicates the
direction of the dipole moment. Figure taken from Gerlach et. al, submit-
ted.
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Figure 3.19: Energy profile w.r.t. the shift of the Ga-Cl bond perpendicular to the Pc-
ring (top) and of the Ga-Cl-bond distance at different positions of the Ga
atom relative to the Pc-ring (bottom).

Gas phase calculations

Optimization of the gas phase structure of GaClPc at the B3LYP / 6-31G(d,p) level of
theory yields a Ga-Cl distance of 2.21Å, with Ga being ca. 0.5Å above the ring (more
specifically, above the topmost nitrogen atoms of the Pc-ring). While the bond length
is closer to the Cl down geometry, the distance between Ga and the Pc-ring fits the
Ga down geometry significantly better. In order to estimate which degree of freedom
- the bond length change of Ga-Cl or the shift of the Ga-Cl bond through the ring -
is energetically more demanding, their respective energy evolution was mapped with
respect to perturbation along these modes, while keeping the all other coordinates at
their fully optimized value. As Figure 3.19 (top) shows, moving the Ga atom through
the ring by 1.5Å as required by the Cl down geometry costs a significant amount of
energy, up to ca. 9eV. (Note: technically, to comply with the statement that N is located
above C, it would not suffice to pull the Ga-Cl as whole below the ring to obtain the Cl
down geometry, but the Ga Cl bond would need to be inverted and pushed upwards). In
contrast, compressing the Ga-Cl bond by 0.4Å, as requested by the Ga down geometry,
would need only ca. 1 eV. Mapping the energy profile of the Ga-Cl bond after pulling
Ga trough the ring reveals that longer bond distances become more favorable. However,
at large Ga displacements (>0.5Å), no minimum for the Ga-Cl bond at distances <3Å
is found. Using the experimental geometries as described above and calculating the
corresponding total energy without any further optimization reveals that the combined
effects of the displacements favor the relative coordinates of the Ga down geometry,
which exhibits 3.0eV lower than the energy of the Cl down geometry. The energetics
indicate that if the ring is in the low position, Ga down is more plausible, since Cl down
would require too large displacement of the Ga-Cl bond. In contrast, if the ring was
located in the high position, the Ga down geometry can be excluded, as the energetic
of the bond length clearly favor the Cl down geometry.
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Figure 3.20: Unit cell employed for the calculation of GaClPc on Cu(111), repeated
three times in x- and y-direction.

Calculations on the surface

Geometry optimization. In order to estimate whether the chemisorption with the
Cl atom being closer to the surface is energetically more favorable than the Ga down
geometry, both geometries were optimized on the surface of a 3 layer Cu(111) slab
using the PW91 functional and a plane wave basis set with a cutoff of 20Ryd. All
atoms of GaClPc were allowed to fully relax their z-coordinate, i.e. the distance to the
metal, while their x- and y- position were kept fixed in order to speed up the calculation.

Energetically, both starting geometries relax to approximately the same total energy
value, with the Ga down geometry being slightly more favorable (by 0.05 eV in a tightly
packed monolayer, and 0.19 eV at half coverage). In terms of geometry, the Ga down
start structure relaxed the Ga atom to 4.15Å and the Cl atom to 6.35Å, which are much
larger distances to the metal than measured. The Cl down geometry performs better,
with the Ga atom at 4.45Å and the Cl atom at 2.09Å, i.e. ca. 0.2Å above the measured
positions. However, in both cases, the Pc ring is found at an adsorption height of ca.
3.5Å, i.e. between the position of the high and the low geometry. It is not clear whether
this failure is to be attributed to the missing description of van-der-Waals forces int he
DFT functional, which would draw the Pc-ring too close, or whether the ring does not
reach larger adsorption distances because the forces acting on the individual atoms are
too small. Therefore, it cannot be clearly stated whether the high or low position of
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Figure 3.21: Charge rearrangements upon adsorption of GaClPc on Cu(111). Left: Elec-
tron density increase; right electron density decrease. Chosen isodensity
value: 0.0025 e/Bohr3

the ring is more likely. With the failure to calculate the position of the ring at a re-
alistic value, there is no reason to assume that the adsorption height of Ga or Cl are
correctly reproduced. For such obviously wrong geometries also the adsorption energy
differences are meaningless. These calculations must therefore be regarded as inconclu-
sive. Because an distance of ca. 2.5Å appears to be rather small for the physisorbed
ring, it was decided (by A. Gerlach) that the “high” position is the more plausible one.

Interaction with the surface at experimental geometries. To reproduce the ex-
perimental structure as closely as possible, the following approach was chosen: As a first
step, the geometry of the isolated GaClPc molecule was optimized using Gaussian03[71]

(B3LYP/6-31G(d,p)). The resulting geometry is slightly non-planar, with the average z-
coordinate of the carbon atoms being 0.18Å below the average nitrogen position. Next,
the macrocycle was placed above the surface such that the average lateral position of
the carbon respectively nitrogen atoms comply with the experiment within the exper-
imental error (chosen average carbon distance: 4.49Å; chosen average nitrogen atom
4.67Å). For the carbon atoms a larger deviation from the measured average distance
was accepted, as the latter quantity is subject to a larger experimental uncertainty due
to the smaller coherence. The Ga and Cl atoms were placed underneath the macro-
cycle at the experimentally determined positions. Note that this results in a concave
(i.e. “umbrella”-like) adsorption geometry, while in gas phase GaClPc adopts a convex
(“inverted umbrella”) shape Ű a deviation that can be attributed to specific interaction
with the surface. The lateral position of the molecule was chosen such that the Cl
atom comes to lie above the hcp-hollow site of the Cu(111) surface. Since the exact
unit cell of GaClPc on Cu(111) is unknown, a loose GaClPc monolayer (1 molecule per
310 Å2 Cu) with a rectangular unit cell (see Fig. 3.20) was assumed to avoid artifacts
resulting from spurious intermolecular interactions. From other metallophtalocyanines
it is known that the full monolayer approximately covers 2102/molecule[224]. Hence, our
calculations roughly correspond a coverage of 2/3ML.

Upon contact with the surface, not only the geometry of the adsorbate, but also the
charge density of GaClPc and the underlying metal undergoes significant distortions,
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Figure 3.22: Plane-integrated charge rearrangements ∆ρ (top) and ∆Ebond (bottom) as
function of the vertical position z. Zero denotes the plane of the topmost
metal layer. The vertical lines denote the positions of the Ga and Cl atoms
and the region of nuclear positions of the Pc macrocycle.

changing the effective work function by ∆Ebond. Figure 3.21 shows a three-dimensional
isodensity plot of these charge rearrangements, calculated as

∆ρ(x, y, z) = ρcombined − (ρmonolayer + ρslab) (3.4)

Since such an isodensity plot is difficult to interpret quantitatively as its shape de-
pends on the actually chosen isodensity value, we also plotted the z-dependence of the
charge rearrangements integrated over the xy-plane of the unit cell in the top part of
Fig. 3.22. The main effects are an electron density increase in the region of the Ga atom
and underneath the Cl as well as in parts of the metal layer (Fig. 3.21, left panel) as
well as an electron density decrease engulfing the Cl atom (Fig. 3.21, right panel) being
most pronounced in the region of the Ga-Cl bond (Fig. 3.22, top panel). At this point
the question arises, whether the strong increase in the electron density approximately
1.3Å above the top Cu layer is a consequence Pauli pushback of the electron tail of
the metal by the Pc macrocycle VII or linked to a more specific electronic interaction
between GaClPc and the Cu(111) surface due to the proximity of the Cl atom and the
top Cu layer. To test that, we performed a calculation in which we removed the Ga
and Cl atoms and saturated the Pc by two hydrogens. The induced dipole is virtually
zero in these calculations VIII, indicating that Pauli pushback of the macrocycle does
not play a role for the present adsorption geometry. Interestingly, in the plane of the
chlorine atom the net ∆ρ vanishes, which can be explained by a cancellation of the

VIIConsidering the large area over which such a pushback would occur it is not necessarily visible in
Fig. 3.21 for the chosen isodensity value
VIIITo within the dipole convergence criteria of the SCF cycle.
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electron density increase directly at the chlorine atom (Fig. 3.21, left panel) and the
decrease in the larger sphere around it (Fig. 3.21, right part). The decrease of electron
density between the halogen and the Ga atom results in a decrease of the strength of the
Ga-Cl bond. This correlates well with the observed increase of the bond length to 2.35Å
(XSW measurements) relative to its gas phase value of 2.21Å (DFT calculated). In the
region of the Ga atom, again a net increase of electron density is observed, accompanied
by a decrease of electron density within the Pc ring. From this data we conclude that
the main effect upon adsorption is a redistribution of charge from the Ga-Cl σ-bond
into a σ′ orbital, weakening the Ga-Cl bond as well as increasing the electron density
mainly in the region below the Cl-atom.

To link these charge rearrangements to the bonding induced energy changes, ∆Ebond,
we show in the bottom panel of Fig. 3.22 the evolution of the electron, potential energy
following from ∆ρ by solving PoissonŠs equation. The largest decrease is found in the
region around the Cl atom consistent with the strong electron density rearrangement
from the area of the Ga-Cl bond to the region between Cl and Cu. In addition to the
work-function reduction of -0.35eV induced by the electron rearrangements discussed
above, the Cl-down geometry also displays a molecules dipole moment inducing a further
reduction of -0.20 eV. The observed total work-function modification of -0.55 eV for the
Cl-down geometry is in astonishingly good agreement with the results obtained by UPS
after annealing.
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3.7 Cyclophanes: Organic/Organic interfaces with
charge-transfer character?

3.7.1 Preface

In this section, organic/organic interfaces will be investigated. Understanding these
interfaces is important for the future development of all-organic devices, as well as to
improve the knowledge on the processes occurring between metal electrodes pre-covered
with organic charge-injection layers, as described in the previous sections, and subse-
quentially deposited active material. Here, the structural class of cyclophanes will be
the focus. In this type of material, an electron donor and an acceptor are kept together
by covalent bond, as illustrated in Figure 3.23. The idea of these interfaces is to enforce
wave-function overlap between the organic molecules, with the hope to trigger charge-
transfer even in systems which are normally chemically inactive with respect to each
other.

The results shown in this section have also been reported in the same wording to the
ICONTROL consortium in the deliverables D22 (generation I), D23 (generation II) and
D24 (generation III). Only computational results are shown, since most of the molecules
turned out not to be synthesizable, and those which were did not yield interesting and
thus properly analyzed experimental results.

Figure 3.23: Schematic representation of cyclophanes.

3.7.2 Computational Methodology

Since cyclophanes are somewhat outside the standard type of interfaces investigated,
the methodology has been slightly adjusted. All gas phase calculations were performed
using the Gaussian03 package[71]. Density functional theory (DFT) was chosen as ade-
quate level of theory, since it is known to perform well for ionization potentials (IP) and
electron affinities (EA), when using the finite energy differences of neutral and charges
species as described in section 2.2. B3LYP was chosen as exchange-correlation func-
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Figure 3.24: Candidates for electron donor and electron acceptor pairs for cyclophane
synthesis

tional. The basis set employed was 6-31G(d,p). Vertical ionization potential denotes
that the geometry of the radical cation (anion) was kept fixed at the geometry of the
neutral molecule. No symmetry constrains were used to prevent any bias of results. The
use of diffuse basis set functions was deemed unnecessary here, as the charge transfer
is judged from VASP calculations, which uses a plane wave basis set. VASP calcula-
tions have been shown to accurately predict eventual charge transfer, as demonstrated
in previous sections. Calculations of the monolayer were performed using the VASP
program[51–53], which allows for a 3D periodic repletion of a unit cell. In order to simu-
late different packing regimes, the size of the unit cell was altered between 10x10Å and
25x25Å. 25 k-points were sampled for the smallest unit cell using a Monkhorst-Pack
grid together with a Methfessel occupation scheme (broadened by 0.2 eV). Appropri-
ately less k-points were used for the smaller systems. For the VASP calculations, the
GGA functional PW91 was employed, along with a plane wave basis set with a cutoff
energy of 20 Ryd. The test calculations shown in section 2.3.5 demonstrate that DFT
has sufficient predictive power to tackle the problem at hand.

3.7.3 First Generation Cyclophanes

Cyclophanes of the type shown in Figure 3.23 represent an interesting class of molecules.
Being composed of an electron rich and an electron poor molecule, they are supposed
to exhibit both low ionization potential and (high) electron affinity. Both entities are,
however, not conjugated throughout the linkage, and are therefore expected to work
more like mixed organic layers. As a first step, the properties of isolated cyclophanes
are characterized focusing on various physical observables (like optical spectra) that
would facilitate their characterization after synthesis. The donor and acceptor pairs for
the first generation are shown in Figure 3.24

To obtain better conceptional understanding, we started with the Donor/Acceptor
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combination shown in Figure 3.24. Different linkage length (n=m=1; n=1 and m=2,
denoted as 1a and 1b, respectively) were used to improve understanding of distance
dependence and flexibility. Larger chains were not systematically investigated, as the
number of possible conformers soon exceeds practical limits.

Isolated D1 and A1 entities

Before the characterization of the cyclophanes is presented, a short overview over the
isolated donor / acceptor properties will be given. The donor molecule of combination
1, 11,12-Dithia-indeno[2,1-a]fluorene, is a planar molecule of C2v point group symmetry
with a vertical ionization potential of 7.16 eV. This is mediocre when compared to other
molecules investigated before, but good enough for conceptional studies. (For compar-
ison, with the same method, the vertical ionization potential of pentacene is 5.95 eV).
It has also the advantage of being stable in air. The dipole moment is calculated to
be 1.58 Debye, and, as is to be expected for a planar molecule, lies completely in y
direction (i.e., the direction of the short molecular axis). Upon relaxation of the cation,
the ionization potential drops by 0.06 eV to 7.10 eV. As can be expected by such a
small difference, no significant structural changes take place.

The theoretical optical spectrum up to 5.0 eV (≈248 nm) contains three singlet bands
of significant intensity (i.e, only excitations with oscillator strength f> 0.1 were selected).
They can be attributed to the S0 → S2 transition at 4.09 eV (303 nm) with an oscil-
lator strength f of 0.52, S0 → S6 at 4.82 eV (257 nm) with f = 0.19 and S0 → S9
with an excitation energy of 5.01 eV (247 nm) and an oscillator strength of 0.65, re-
spectively. The first visible excitation, which is of relative intense nature, is governed
by HOMO − 1 → LUMO (CI-coefficient 0.62), HOMO → LUMO + 1 (CI: 0.17),
HOMO− 2→ LUMO (CI: 0.14) and HOMO → LUMO+ 4 (CI: -0.13) contributions.
The optical gap (S0 → S1) of the donor molecule is computed to be 3.80 eV wide. It
is mainly associated with a HOMO → LUMO transition, which is optically forbidden
due to symmetry reasons.

The corresponding acceptor, indeno[2,1-a]fluorene-11,12-dione, also belongs to the
C2v symmetry group Exhibiting a vertical electron affinity of -1.11 eV and an adiabatic
electron affinity of -1.26 eV, it also has to be considered as average when compared to
other examples (the vertical electron affinity of the “state-of-the-art” acceptor F4TCNQ
is -3.67 eV within the same method.) It has, however, the advantage of using the same
backbone as its donor counterpart. Its dipole moment is computed to be 5.71 Debye,
thus being a very polar molecule. Similar to the donor counterpart, the dipole moment is
located along the short molecular axis. In the energy range up to 5.0 eV (≈248 nm), four
bands are found: The S0→ S4 transition at 3.19 eV (389 nm), S0→ S8 at 4.06 eV (305
nm), a more intense band at 4.58 eV (271 nm) corresponding to S0→ S13 and another
one at 4.81 eV (258 nm) corresponding to S0→ S16. Their oscillator strength f is 0.13,
0.23, 0.42 and 0.70, respectively. The optical band gap is 2.64 eV wide, with a computed
f of 0.0000, it is, like for Dibenzo[d,d’]benzo[1,2-b;5,4-b’]dithiophene, de facto forbidden.
Interestingly, this transition does not correspond to the HOMO → LUMO transition,
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Figure 3.25: Optimized ground state geometry of the four conformers of 1a

but rather to a combination of HOMO− 1→ LUMO and HOMO− 3→ LUMO+ 1.
The HOMO → LUMO excitation, which is S0 → S2, possesses an energy of 2.73eV
(455 nm), and is also optically forbidden. Again, the lack of transition dipole mo-
ment can be attributed to the identical symmetry of the involved orbitals. Hence, not
only will it be undetectable in transient absorption experiments, but also no quantum
yields for luminescence experiments can be expected. This behavior is reminiscent of
the ketonic defect states in polyfluorenes (see publications by List et al. and Zojer et al.)

D1 and A1 as part of the cyclophane

Several conformations are possible for combining these molecules to a cyclophane. On
one hand, when put on top of each other, their dipole moment can point in the same
direction (par), or in the opposite (anti). Also, the C-S-C angle of the linkage can be
orientated the same way (cis) or vice versa (trans). All four possible combinations were
created as start geometry and allowed to relax fully. Their relative energies, IPs, EAs
and dipole moments are listed in the 3.2 below and the resulting conformations are
shown in Fig. 3.25.

In this context it has to be mentioned that the reported dipole moments largely
correspond to the mere addition of the dipole moments of the individual components;
i.e., no significant charge transfer is observed as is also evidenced by an analysis of the
Mulliken charges: The maximum change of atomic charge of 0.02 times the elementary
charge is observed for the S atoms of D1. Otherwise changes in atomic charges are
typically nearly an order of magnitude smaller.

In order to provide data for an eventual experimental characterization, and to get a
hint about the amount to which the two π-systems are coupled, the optical spectrum
up to 4.00 eV (i.e., first 40 vertical transitions) was calculated and compared to the
isolated donor/acceptor entities. The vertical excitation energies along with their os-

Table 3.2: relative energy ∆E (including zero-point energy correction), vertical and adi-
abatic ionization potential IP / electron affinity EA and Dipole moment µ of
compound 1

Dipole orientation C-S-C orientation ∆E (kJ/mol) vertical IP (eV) adiabatic IP (eV) vertical EA (eV) vertical EA (eV) |µ| (Debye)

Par Cis 3.73 6.69 6.61 -1.14 -1.30 8.99
Par Trans 0.00 6.70 6.62 -1.15 -1.31 7.04
Anti Cis 6.16 6.73 6.60 -1.20 -1.36 5.92
Anti Trans 3.67 6.67 6.57 -1.13 -1.31 3.26
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Figure 3.26: Top: Vertical excitations of all four 1a-conformers. Bottom: HOMO (left)
and LUMO (right) of Cyclophane 1a

cillator strength are provided in Fig. 3.26. It is no surprise that all four spectra are
very similar. The band gap, equivalent to the S0’S1 transition lies around 2.6 eV and
is (almost) forbidden, which points to the fact that hardly luminescence will be observ-
able. The low transition dipole in this case arises from spatial separation of the frontier
molecular orbitals; it does not come as surprise that the HOMO of the cyclophane is
almost exclusively localized on the donor, while the LUMO can be found on the accep-
tor part of the cyclophane (cf. Fig. 3.26). However, a closer look at the orbitals from
HOMO-10 up to LUMO+10 (see extended report) reveals that localization on donor
or acceptor is not observed for every orbital. Hence, we can expect to find three types
of excitations with significant oscillator strength: Those that arise from (and end in)
orbitals localized on the donor, those that arise from orbitals localized on the acceptor,
and finally, those that originate from a mixed orbital.

The only excitations (up to the 40th vertical transition, i.e, up to ≈4.0 eV) that
supposedly will be seen in transient absorption experiments are the S0 → S9 and the
S0 → S17 (parallel) / S0 → S18 (anti) transitions. The former has similar intensity
in all cases and lays around 3.12 eV. Since the energetic position is equal within 0.1
eV, it will be difficult, if not impossible, to tell those peaks apart in experimental room
temperature spectra. The latter optical transition is located around 3.78 eV and also
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Figure 3.27: Optimized ground state geometry of the four conformers of 1b

differs by less than 0.1 eV. However, the oscillator strength is significantly lower for
parallel alignment of the dipole. It should be noted that this excitations are neither in
position nor in strength equivalent to those found for the isolated entities. Especially
the stronger one utilizes some low lying orbitals, which actually contain contribution at
both molecules simultaneously.

Upon increasing linkage length, the cyclophane experiences much more freedom to
escape the repulsing π-system overlap. Consequently, in 1b, the “scissor”-like structure
mentioned for 1a is extremely pronounced for molecules which are forced on top of
each other, see Fig. 3.27. The molecules which, due to appropriate conformation of the
linker, are allowed to separate each other in y-direction are also less bent. As the data
collected in Table 3.3 show, the energy differences in this molecule are bigger then in 1a.
The most stable conformers (of those investigated) are those which have C-S-C bonds in
trans-“trans”, thus allowing for the separation mentioned above. Again, the orientation
of the molecular dipoles seems to have no significant input on the relative stability, as
the respective “par” and “anti” combinations are degenerate within the accuracy of the
method. It is interesting to notice that ionization potentials and electron affinities, both
vertical and adiabatic, are more volatile than for the homologue with the shorter linker.
The optical excitation, again, are very similar for all four conformers, exhibiting only
minor differences.

Isolated D2 and A2 entities

As in the section above, before the cyclophane itself is discussed, a short overview of
the corresponding donor and acceptor will be presented. The electron rich molecule,
4,5,9,10-tetramethoxypyrene, exists in various conformations which differ only by the
position of the methoxy groups. They are, however, practically degenerate in energy,
and do not significantly differ in their electronic structure. Moreover, they can more
or less freely convert into each other. Therefore, it was assumed that conformational

Table 3.3: relative energy ∆E (including zero-point energy correction), vertical and adi-
abatic ionization potential IP / electron affinity EA and Dipole moment µ of
compound 1

Dipole orientation C-S-C orientation ∆E (kJ/mol) vertical IP (eV) adiabatic IP (eV) vertical EA (eV) vertical EA (eV) |µ| (Debye)

Par Cis 19.13 6.71 6.63 -1.20 -1.40 9.29
Par Trans 3.68 6.72 6.61 -1.30 -1.51 7.71
Anti Cis 19.83 6.63 6.48 -1.13 -1.36 2.81
Anti Trans 0.00 6.65 6.55 -1.14 -1.35 3.45
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differences in this case do not really matter, and all calculations were performed with
the geometry presented below, i.e., with two methyl groups pointing up and two methyl
groups pointing down. Thus, the molecule is quasi symmetric with respect to inver-
sion, belonging to the point group Ci. Due to the four methoxy groups, the vertical
ionization potential of pyrene drops from 6.94 eV to 6.52 eV. Upon relaxation of the
charged species, an adiabatic ionization potential of 6.35 eV is reached. As a result of
the quasi-symmetric structure, the net dipole moment of the molecule is zero.

The UV-Vis spectrum of this compound shows two bands with significant oscillator
strength (i.e., f > 0.1) below 5.0 eV. The lower energetic one is the S0→ S1 transition
at 3.57eV (347nm) with an oscillator strength of 0.24. The transition is dominated by
HOMO → LUMO in combination with HOMO − 1 → LUMO + 1. The respective
(td-dft derived) CI-coefficients are 0.61 and -0.23. Due to this non-vanishing overlap
between the frontier orbitals, which is attributed to the change of symmetry from the
HOMO (symmetric with respect to inversion) to the LUMO (antisymmetric with respect
to inversion), this substance is likely to exhibit noticeable quantum yields in fluorescence
experiments. The other visible transition is associated with the transition into the S5
state. Its energy is calculated to be 4.49 eV (275 nm), with an oscillator strength of
0.36. Dominant contributions are HOMO−1→ LUMO (0.51), HOMO → LUMO+1
(-0.35), HOMO − 2→ LUMO + 3 (0.14), and HOMO − 5→ LUMO + 2 (0.10).

The corresponding acceptor, Pyrene-4,5,9,10-tetraone, is derived from the same back-
bone. Unlike its donor counterpart, it is not only really symmetric with respect to
inversion, but also possesses 3 C2 symmetry axes, thus being a member of the D2d

point group. Equipped with four keto groups aimed at depriving the backbone of its
electrons, the vertical electron affinity changes from 0.09 eV for pyrene to -1.97 eV.
Relaxation of the charged molecule yields an adiabatic EA of -2.11 eV. Due to its high
symmetry, Pyrene-4,5,9,10-tetraone is a non-dipolar molecule.

The UV-VIS spectrum of this compound exhibits no strong bands up to 5.0 eV. Indeed,
there are only four excitations with nonzero oscillator strength: S0 → S5, S0 → S10,
S0 → S11, and S0 → S18. The first one possesses a transition energy of 3.06 eV (405
nm) at an oscillator strength of 0.06 eV. It corresponds to HOMO−2→ LUMO with a
(dft-derived) CI-coefficient of 0.06. The excitation to the S10 state happens at an energy
of 3.89 eV (319 nm) and exhibits an f of 0.10, thus being the strongest transition in the
investigated interval. The involved dominant contributions are HOMO − 4→ LUMO
(CI = 0.62), HOMO−2→ LUMO+2 (CI = 0.27) and HOMO−7→ LUMO+1 (CI
= 0.14). Relatively close in energy to the former excitation lies the transition to S11,
which exhibits an energy of 3.94 eV (314 nm). Also the oscillator strength is similar, f
being 0.09. The orbitals participating are identified to be HOMO−3→ LUMO+1 (CI
= 0.65) and HOMO−2→ LUMO+2 (CI = -0.12). Due to the similar excitation energy
and transition dipole to S0 → S10, it can be expected that in absorption experiments
at ambient conditions, only one peak as superposition of these two will be found.
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Figure 3.28: Optimized ground state geometry of Cyclophane 2 chosen for actual com-
putations

D2 and A2 as part of the cyclophane

Due to the large size of the linkage between donor and acceptor molecule, a large number
of possible conformers exist. (As first estimate, there are two possibilities (i.e., direc-
tions) for every atom in the linker not directly linked to one of the basis molecules, for
every atom of each linker. That gives conformers, minus a few that are geometrically
impossible, as they end are too far away to allow the closure of the ring. At best (last
atom is determined by the choices before, second linker is completely determined by
the choices of the first one, still 16 unique geometries survive). Obviously, that ends
up with far too many choices to compute at DFT level. (Yet, simulated annealing was
tried to get reasonable input geometries for all possible conformers, but did not yield
results). Since the investigation for 1 revealed that the position of the linker does not
significantly influence the electronic properties of the cyclophane (and since it is likely
that anyway the chains are flexible enough at room temperature that all conformers
can interchange into each other), just one conformer was more or less randomly chosen.

Upon vertical removal of one electron, the total energy of the system changes by
6.37 eV, which, surprisingly, is slightly better than for the isolated donor molecule (for
which vertical IP was 6.52eV, vide supra). Relaxation of the radical cation leads to an
adiabatic IP of 6.12 eV. The vertical electron affinity was computed to be -2.07 eV, the
adiabatic -2.26 eV. These values are also slightly better than the ones of the isolated
molecule.
The dipole moment of the optimized ground state geometry was computed to be 2.48
Debye. To get a conception to what extent the dipole is based on the donor/acceptor
molecules, the linker was removed while the positions of the molecules were kept fixed
in space. The result of 0.53 D indicates that most of the permanent dipole moment
measured for any real substance will originate in the position of the linkage atoms, espe-
cially the sulfur atoms. This indicates that there is no significant net long-range charge
transfer.

Due to the localization of the HOMO at the donor part and the LUMO at the accep-
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Figure 3.29: Optimized ground state geometry of Cyclophane 2 chosen for actual com-
putations

tor part, the S0’S1 transition is optically forbidden. The calculated band gap is very
low, exhibiting transition energy of only 1.13 eV. A calculated line spectrum of the
cyclophane based on its vertical transitions up to 4.50 eV (i.e., the first 60 excitations)
is shown in Fig. 3.29. Note that the scale chosen for the oscillator strength (y-axis) is so
low that in fact, only two excitations fulfill the (arbitrary) requirement of f > 0.1. The
first one, being more intense with an oscillator strength of 0.22 and an excitation energy
of 3.50 eV (354 nm) is based on transitions HOMO → LUMO+3 (CI-coefficient 0.59),
HOMO → LUMO + 4 (0.14) and HOMO − 1 → LUMO + 5 (CI: 0.17). The second
one is located at 4.43 eV (279 nm), showing an oscillator strength of 0.12. The involved
orbitals are HOMO−4→ LUMO+3 (CI: 0.59) and HOMO → LUMO+5 (CI: 0.24).

Properties of a D2/A2 pair as a function of the inter-molecular distance

Considering the lack of pronounced charge transfer in all investigated types of cyclo-
phanes, we have performed a more systematic calculation in which we placed the two
molecules in a cofacial conformation and systematically increased the inter-molecular
distance. In order to ensure that the above trends are not a consequence of the used
basis set, we have included diffuse functions for the present study (6-31+G*), as here
the computational demands are not as high. The resulting dipole moment of the dimer
as well as the relative energy are shown in Fig. 3.30. The latter shows that there is
NO pronounced energy minimum - i.e., there is no chemically bound charge transfer
complex. Also for the dimer one can see that already at a distance of 3.5Å the total
dipole moment is by less than 1.5D higher than at 6Å. At that distance, which roughly
corresponds to the inter-molecular distance in compound 2, a clear saturation of the
evolution of the dipole moment is visible, which indicates that the total dipole moment
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Figure 3.30: Optimized ground state geometry of Cyclophane 2 chosen for actual com-
putations

corresponds to the sum of that of the individual chromophores (the main origin of that
dipole moment at that distance are the methoxy groups in D2, which have been oriented
in a parallel fashion to allow for small inter-molecular distances)

3.7.4 Second Generation Cyclophanes

The aim of this subsection is to computationally characterize the cyclophane shown in
Figure 3.31 as an isolated entity as well as a monolayer film. The molecules have been
suggested by the partners from MPI-Mainz in the course of the month 18 meeting of
the ICONTROL-project).

Figure 3.31: Chemical structure of the investigated cyclophane; two possible isomers
are shown.

Gasphase calculations

For the Cyclophane depicted in Figure 3.31, two different conformers are conceivable.
In one conformer (I) the side groups of the phenyl rings would be located on top of
each other, while in the alternative conformer (II), the side groups can be found on the
opposite sides of each other. Energetically, I is found to be energetically higher than
II by ca. 0.09 eV (8.6 kJ/mol), i.e. less than 3.5kT. This energetic difference can
be attributed to mutual steric hindrance of the donor/acceptor side groups. Hereafter,
this report will only refer to the energetically lower lying conformer II, since this will
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Figure 3.32: Equilibrium structure of cyclophane conformer II

be most likely the predominant conformer after synthesis.

In Figure 3.32, the equilibrium geometry of the cyclophane is shown. Both phenyl
rings remain almost flat, with small deviations from planarity. Larger deviations from
planarity are observed for the carbon atoms where the bridge is attached, indicating a
perturbation of the aromaticity of both components.

The vertical ionization potential and electron affinity were computed to be 7.10 eV
and -0.63 eV, respectively. Therefore, the cyclophane shows a similar low ionization
potential as the individual donor part (6.94 eV) and a similar electron affinity to the
acceptor part (-0.49 eV) IX. Also, the highest occupied molecular orbital (HOMO) of the
cyclophane is fully localized at the donor part, while the lowest unoccupied molecular
orbital (LUMO) is localized at the acceptor part of the molecule. From the Mullikan
charges, only a minor charge transfer can be inferred; in the cyclophane, the net charge
of the donor part is 0.05e, while the charge of the acceptor part is -0.07 e. (The missing
0.02e are found at the bridging carbon atoms).

Monolayer calculations

In order to estimate the applicability of these cyclophane as charge injection layer, hy-
pothetical monolayers at different densities were computed. It was assumed that in
these layers, all molecules assemble with the dipole point in the same direction. (In the
reverse case, the net dipole would be zero, resulting in no effect at all). The unit cells
featured had all a quadratic base, ranging from 10x10Å to 25x25Å in steps of 5 Å, as
shown in Figure 3.33. In the third dimension, the unit cell was chosen to be 40Å large,
preventing any interactions between the individual layers. As consequence of the small
amount of charge transferred, the intra molecular dipole is quite small. In the least
densely packed layer, it is computed to be 0.30e−1 (1.44 Debye). This is significantly

IXNote that ionization potential and electron affinity between cyclophane and individual components
are only comparable if one assumes that the basis set superposition error affects the neutral molecule
and the charged species equally and hence cancels.
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less than dipoles obtained for substituted biphenyles, which are usually at least one
order of magnitude larger. The dipole here, however, seems to be almost unaffected by
depolarization effects. Only in the smallest unit cell, with the individual cyclophanes
being spaced apart only by a few Å, a noticeable depolarization is observed. In Fig.
3.34, the evolvement of the dipole and its accompanying shift in the work function are
depicted. It is shown there that despite the depolarization induced reduction of the to-
tal dipole, the work function is modified stronger the more densely the layer is packed,
due to the 1/A dependence in the Helmholtz equation.

Figure 3.33: Unit cells used for the simulation of cyclophane monolayers. Numbers
are given in Å. The blue ball correspond to carbon atoms, the red ones
to hydrogen. The green atoms depict oxygen, while the yellow balls are
nitrogen atoms.

Within the methodology used, no significant charge transfer between the donor and
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Figure 3.34: Evolution of dipole and work function modification as function of the unit
cell size.

the acceptor part of the cyclophane was found. It should be critically remarked here that
DFT is known to fail in some cases for charge transfer; however, charge transfer between
metal and adsorbate was found to be well described within this project. Therefore, it
is likely that the individual components are too weak donors respectively acceptors
to effectively from a strong charge transfer complex. Consequently, its application as
monolayer on metals or at organic/organic heterojunctions in order to modify charge
injection barriers seems questionable. No significant depolarization was found upon the
calculation of ever more densely packed monolayers.

3.7.5 Third Generation Cyclophanes: Cyclophane substitutes

Since the synthesis of actual cyclophanes as originally suggested in the IControl-proposal
turned out to be more challenging expected, the molecule 4NB, shown in Figure 3.35
was chosen as similar substitute. This molecule consists of an electron poor cyanophenyl-
group as acceptor part and an electron rich trimethoxypheyl-group as donating moiety.
Both functionalities are connected via ethinyl bonds (which act as spacer to allow for a
more planar structure) to the naphthalene backbone.

To obtain the geometry of this molecule, a full optimization in gas phase at the
B3LYP / 6-31G(d,p) level was performed. The result is shown in Figure 3.35 . While
the acceptor part is located approximately in the plane of the backbone, the donor group
deviates significantly from it. This skewed geometry is obviously a result of the steric
repulsion between the two phenyl-rings and the effort to maintain maximal π-overlap
with the backbone. Since donor- and acceptor-group avoid each other in this geometry,
there is hardly if any orbital overlap between them. Therefore, no direct charge transfer
between these two is possible, unless mediated by the π-system of the backbone. Conse-
quently, only a moderate dipole moment of 6.41 Debye is found. Naturally, this dipole is
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Figure 3.35: Left: Structure formula of 4NB. Right: Optimized geometry of 4NB

a superposition of an “intrinsic” part due to the non-planar structure and the “extrinsic”
charge transfer. To approximately quantify the amount of charge transfer occurring
between cyanophenyl and trimethoxyphenyl, their respective atomic charges have been
summed up. This quantity is inherently arbitrary (as it is no observable). Therefore,
we chose to use the RESP charge partition scheme, which creates the charges according
to the dipole moment of the molecule (which itself is the important quantity for future
work-function modifications and shown as red arrow in Figure 3.35). The donor part
of the molecule is predicted to be almost neutral, while a negative charge of 0.25 elec-
trons is found on the backbone and the corresponding negative charge on the acceptor.
From gas phase, single-reference DFT calculations, it can thus be concluded that no
intramolecular charge transfer takes place. To verify these results, charges and dipole
moment has been recalculated using the complete active space approach, including 4
electrons and 4 orbitals. No significant deviations to the DFT results are found. At the
DFT level, the cyclophane substitute exhibits a quite a low vertical ionization potential
(6.69 eV), which is comparable to the IControl-candidate donor HMT (6.66 eV). Since
for the latter molecule, no work-function modification beyond pushback was found ex-
perimentally (compare deliverable D22), it is unlikely that 4NB will donate electrons
into the metal. Likewise, the electron affinity was found to be -0.90 eV, which is presum-
ably to low to allow for a spontaneous charge transfer. Therefore, no additional surface
dipole on the metal-molecule interface is to be expected beyond the ever-existing Pauli
pushback. The work function modification induced by the cyclophane substitute is, like
for all molecules with permanent dipole moment, very dependent on the morphology.
In case the molecule lies face on with the backbone (or the donor/ acceptor-part for
that matter) on the surface, the projection onto the surface normal would be very small
and hence almost no active work-function modification will occur. Only if the molecule
would adsorb edge on, it would work almost like a typical SAM, and create comparable
work-function modifications.
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3.8 Three component interfaces

3.8.1 Preface

In this section, the adsorption of strong electron donors and acceptors on surfaces which
are pre-modified with an organic layer will be discussed. In this context it is studied
how the net work function for these three-component systems differs from the direction
adsorption of the individual components on the pristine surface. To elaborate the role
of the sandwiched organic part, special focus is laid on the charge rearrangements and
induced changes in the density of states.

The results shown here were also presented in a more contracted way, but a similar
wording, to the consortium of the ICONTROL project in deliverable D24. The data also
serve as foundation for proposal to the DFG (Deutsche Forschungsgemeinschaft) that
is currently being written. Calculations have been performed by myself; interpretation
of the results has been done in multiple discussions with Egbert Zojer and Ferdinand
Rissner.

3.8.2 HV0 and F4TCNQ on Au(111)

The strongest donor and acceptor that have been studied in our group so far are
HV0 and F4TCNQ, respectively. Their tendency to undergo charge transfer reactions
with coinage metal surfaces has been discussed in section 3.1 for HV0 and in various
papers[24, 124] for F4TCNQ. Also, their potential to form charge-transfer complexes has
been demonstrated in section 2.3.5, where also the ability for DFT to describe these
complexes qualitatively correct has been confirmed. In this section, the effect of adsorb-
ing HV0 on F4TCNQ pre-covered Au, and vice versa, of F4TCQN on HV0 pre-covered
gold, is studied.

Different possible conformations of the HV0/F4TCNQ compound were discussed in
section 2.3.5. On the surface, only the conformation with parallel alignment and 3.0Å
separation between the individual molecules on Au(111) was investigated. The adsorp-
tion height was set to 3Å above the top metal layer. The intermolecular distance is to
the left of the dipole minimum found for both DFT and CAS (cf. section 2.3.5, and is
therefore in the region where we believe that DFT - and the partial charge transfer it
imposes - correctly captures the important physics. To allow for comparison with earlier
calculations, the complex was put in the default 5× 3

√
3 unit cell. This corresponds to

a very loosely packed monolayer. No optimization of the structure has been performed,
since the lack of the important van-der-Waals forces renders within the employed frame-
work of semilocal DFT this task futile. The complex can be adsorbed on the surface in
two possible ways, either with the donor side down or with the acceptor side down.

For the monolayer of the F4TCNQ-HV0 complex, the dipole moment in this unit
cell - using the PW91 functional - is found to be 2.07 eÅ (9.92 Debye). Dividing this
quantity by the intermolecular distance (3Å), a charge transfer of 0.69 electrons from
the donor to the acceptor is inferred, which is slightly below the value found in gas
phase (see also section 2.3.5. Because the monolayer is quite loosely packed, it is not
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perfectly clear whether this reduction is due to the periodic nature of the monolayer,
i.e. depolarization, or simply an artifact owing to the different methodology (especially
the employed functional). When the donor side faces the metal surface, the permanent
dipole moment of the complex points downwards (i.e., towards the metal), thus impos-
ing a positive shift in the vacuum level by virtue of the Helmholtz equation. In this
setup, the value amounts to +1.65 eV. Vice versa, for the acceptor side being closer
to the surface, a work function reduction by the same amount is induced. Before the
actual results on the surface are presented, it should first be discussed what one might
expect. Actually, two different viewpoints could be adapted.

(i) In the first scenario, one could consider the deposition of both molecules (i.e, the
charge-transfer complex) together. In the complex, both components have already re-
acted with each other, and their chemical potential has equalized. It therefore is neither
a particularly good electron donor nor electron acceptor. In this scenario, the expected
work function modification after deposition on the surface would be governed by the
permanent dipole moment of the charge-transfer complex, minus some tenths of an eV
owing to Pauli pushback.

(ii) Alternatively, the complex could be deposited sequentially on the surface (as is
most likely would have to be done in a real experiment). In this case, the second layer
effectively faces a surface with an already modified work-function. For example, when
HV0 is put on an Au surface first, a vacuum level shift of about -1.22 eV is induced (cf.
section 3.1). Subsequently deposited F4TCNQ would, therefore, experience an effective
work function somewhat lower than that of Ag(111), and one would therefore expect
it to induce a dipole which increases the electron potential again by ≈1 eV. In other
words, the effects of both monolayers to some extent cancel each other, and only a small
net work-function modification would be observed.

In the next paragraphs, both points of views will by considered. Starting with the
“joint deposition” system, in the case when the HV0-side of the complex faces the
Au(111) surface (which will be referred to as “HV0 down” from here on), the perma-
nent dipole moment induces an increase of the vacuum level. Upon contact with the
surface, however, DFT calculations predict that the work-function changes from 5.22eV
to 5.61eV, i.e. the work-function modification is +0.39eV only. This corresponds to an
unexpectedly large bond dipole of -1.26eV. Complementary, if F4TCNQ is located near
the surface (“F4TCNQ down”), a work function decrease of -1.65eV is created by the
permanent dipole moment, which is supposed to be augmented by Pauli pushback. On
adsorption, the work function decreases from 5.22eV to 3.49eV, i.e. by -1.73eV. In this
case, the bond dipole almost vanishes (amounting only to -0.07 eV). The situation is
thus qualitatively different from the first situation.

Interestingly, the net work-function modification for both systems surpasses the ef-
fect of the single component on the surface, regardless whether it is calculated at a
hypothetical distance of 3Å or fully optimized. Rather, the charge-transfer salt shows
results reminiscent of only the top molecule at about 6Å distance to the surface. In
both cases, it appears as if the work-function modification of the molecule which is not
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in direct contact with the surface outweighs its counterpart. Indeed, if only the net
effect is considered, one could believe that the electronic contribution of the middle
part of the three-component system metal-donor-acceptor can almost be disregarded.
Table 3.5 lists the values for the single components adsorbed at different distances, as
well as for the combined charge transfer complex on the Au surface.

One could arrive at the conclusion that the sandwiched layer works mainly as a
spacer molecule enforcing a larger metal-molecule distance, which apparently improves
the total work-function modification as shown Table 3.5. In order to learn more about
the mechanism governing the work-function change, the left part of Figure 3.36 shows
a 3-dimensional representation of the charge rearrangements for the case of HV0 down.
Note that the flow of electrons here has been calculated with respect to the combined
complex (i.e., viewpoint ii), not with respect to sequential deposition. The strong
acceptor F4TCNQ only participates negligibly in the electron rearrangements. Only the
molecule in direct contact with the surface, HV0, donates significant charge to the metal
surface, thus giving rise to a large bond dipole. By integration of the plane-averaged
electron rearrangements, a total charge transfer from the surface to the complex of 0.52
electrons is obtained. It can therefore be concluded that the first impression, namely
that the molecule at the interface only acts as spacer component, is definitely not correct.

In the F4TCNQ down situation, shown in the right part of Figure 3.36, almost no elec-
tron rearrangements are observed, which is consistent with the vanishing bond dipole
(the work-function modification is identical to the dipole moment of the charge-transfer
complex). This lack of interaction is actually quite surprising. Not only does F4TCNQ
not accept any charge - in sharp contrast to the situation of isolated F4TCNQ on
Au(111), where a charge transfer of 0.35 electrons is found[124] - but also no sign of
pushback is observed. Since the pushback decays rapidly with distance, it typically af-
fects the region below and above the molecule differently. Filling the LUMO of F4TCNQ
would be expected to be almost symmetric with respect to the molecular plane (with
little asymmetry induced because of the bond dipole). Therefore, if both effects were
superimposed, one would still expect to see some charge rearrangement near the molec-
ular plane. Obviously, this naive conception is wrong - since Pauli pushback is existent
in every system, it can only be concluded that the filling of the LUMO almost exactly
cancels this effect.

To get a more quantitative conception about the processed occurring on the surface,

Table 3.4: Net work-function modification (∆Φ) induced for F4TCNQ, HV0, and
the combined HV0/F4TCNQ complex in the geometries HV0 down and
F4TCNQ down at the optimized geometry (opt), and at 3Å and 6Å distance
to the Au(111) surface

∆Φ Opt 3Å 6Å

F4TCNQ 0.33eV 0.25eV 0.52eV
HV0 -1.22eV -1.06eV -1.63eV

HV0 down +0.39eV
F4TCQ down -1.73eV
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Figure 3.36: Charge density rearrangements of the F4TCNQ-HV0 complex on Au(111),
with HV0 (left), and with F4TCNQ directly facing the surface. Red areas
correspond to increased electron density, while blue areas are reminiscent
of electron density reductions. The rearrangements are calculated with
respect to sequential deposition.

Figure 3.37 shows the plane-averaged charge rearrangements for the case of HV0 down
and F4TCNQ down. In the first case, even though the charge transfer to F4TCNQ in-
cludes much less electrons than to HV0, we find that the bond dipole monotonically de-
creases over the whole monolayer. This is not true in the F4TCNQ down case, where the
evolution of the bond dipole shows negative values between the surface and F4TCNQ,
which is to ca. 30% compensated in the region between F4TCNQ and HV0. (Note, how-
ever, that on the same scale as HV0 down, the bond dipole for F4TCNQ would rather
look like a straight line). Also shown in Figure 3.37 are the charge rearrangements upon
adsorption. In the HV0 down scenario, the prototypical case for charge rearrangements
in donor/acceptor-type molecules investigated in this thesis is observed, as the flow of
electrons typically takes place directly above and below the molecular plane, but not
(or only to a very small extent) within it. For both molecules, a distinct asymmetry in
the peaks with respect to the σ-plane can be observed. This commonly observed fea-
ture is often attributed to Pauli-pushback, because (a) the polarizability of conjugated
molecules perpendicular to their molecular plane is typically very low and (b) such an
asymmetries are also present for pushback only systems, e.g. benzene on Au(111). If
this was the reason, no discernible asymmetry should have been observed for F4TCNQ
here, since 6Å above the surface, there is almost no electron density from the metal that
can be “pushed back”. Yet such asymmetry exists even in more extreme cases. Even
in the hypothetical case of HV0 located 10Å above the surface, a significant difference
between electron donation below and above the molecular plane can be found. It must
therefore be concluded that this kind of feature is indeed rather a manifestation of the
evolution of the electron potential energy (i.e., the bond dipole). Interestingly, no such
asymmetric behavior is found in the F4TCNQ down conformation. Indeed, the charge
rearrangements here are very untypical, as the sigma-plane of F4TCNQ is located at an
electron donation peak, and another reduction of electron density is observed between
metal and charge transfer complex. HV0, on the other side, is apparently completely
unaffected by the adsorption in this geometry.

The whole charge-rearrangement picture looks different if sequential deposition is as-
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Figure 3.37: Plane-averaged charge rearrangements (black) and bond dipole (red) for
HV0-F4TCNQ on Au(111), in HV0 down conformation (left) and F4TCNQ
down geometry (right).

sumed. The 3-dimensional charge rearrangements as well as the plane-averaged results
for both orientations are shown in Figure 3.38. Of course, the net work function remains
the same, since it is only dependent on the dipole of the combined system. The 3D rep-
resentation of the charge rearrangements show that upon deposition on HV0-precovered
gold, F4TCNQ does not only accept electron density from the HV0 interlayer, but also
from the metal surface, as evidenced by the lobes above each Au atom. This observation
is corroborated by the plane integrated results (shown in the bottom of Fig 3.38), which
show the typical distinct loss of electron density ≈1.6Å above the metal surface. Vice
versa, for HV0 on F4TCNQ-precovered Au, donation into both subsystems is observed.
This is in interesting contrast to earlier findings by F. Rissner et al.[43], who calculated
a biphenyl layer on top of SAM covered Au surfaces. For these systems, it was found
that the charge rearrangements are only short-ranged and only affect the SAM, leaving
the gold almost unaffected. The implications are discussed in a later paragraph, where
HV0 on was computed on top of a SAM.

In Figure 3.39, the density of states of the complex as free-standing monolayer with-
out metal, as well as on the surface, is depicted. As consequence of the orbital overlap,
the HOMO of HV0 and the LUMO of F4TCNQ have formed a bonding and an an-
tibonding combination with equal contributions from both components. Both states
are located right around the Fermi edge, the former being below and the latter above
it, with almost no energy gap between them. Hence, only the bonding combination is
occupied. Naturally, upon adsorption the extended nature of the bond dipole affects
the molecular levels of F4TCNQ and HV0 differently. On the surface, the symmetric
nature of the frontier orbitals is perturbed. In the HV0 down scenario, the bond dipole
shifts both HV0 and F4TCNQ levels to lower energy, but F4TCNQ, being at the outer
rim of the system, more so. Consequently, the levels are polarized in a way that the
bonding combination is more strongly located on F4TCNQ. As no states are created
or annihilated in this process, the energetically less favorable antibonding combination
consequently is localized more on HV0. The alignment of the states with respect to the
Fermi level of the system indicates that the charge-transfer salt as a whole looses charge.
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Figure 3.38: Top: 3-dimensional charge density rearrangements of the F4TCNQ-HV0
complex on Au(111), with HV0 directly facing the surface (left) and
F4TCNQ facing the surface (right). Red areas correspond to increased
electron density, while blue areas are reminiscent of electron density reduc-
tions. Bottom: Plane-integrated charge rearrangements and bond dipole

In the case of F4TCNQ down, virtually the same situation is observed for the frontier
orbitals, despite the lack of a significant bond dipole. Rather, the change in electron
potential energy here is induced directly by the permanent dipole of the charge-transfer
salt. The only difference to the HV0 down situation is found for the relative alignment
to the Fermi level of the system, which indicates here that the monolayer accepts charge
(although very little), thus weakening the bond between the F4TCNQ and HV0.
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Figure 3.39: Density of States of the free-standing HV0-F4TCNQ complex (top) and of
the molecule adsorbed on the surface in the HV0-down (left) and F4TCNQ
down (right) geometry EF refers to the Fermi energy of the respective
system.

3.8.3 F4TCNQ-HV0 on Ag (111)

To find out which of the features described above are inherent of metal/donor/acceptor
interfaces and which are artifacts stemming from the gold substrate, which is a more
donor-friendly material due to its high work function, the same calculations have also
been performed on Ag(111), which, by virtue of its lower work function, is more prone
to undergo reactions with electron acceptor materials.

The unit cell used for the calculation is of the same size as for the Au case. Hence,
also the same vacuum level change from the monolayer is obtained, i.e. ±1.65 eV, de-
pending on the orientation. On the surface, a net work-function modification of -1.16
eV is obtained for the case where F4TCNQ faces the surface (F4TCNQ down), corre-
sponding to a positive bond dipole of 0.49 eV (compared of ≈-0.1 eV on Au). In the
HV0 down situation, the predicted work function modification is only 0.96 eV, owing
to negative bond dipole of -0.69 eV (-1.7eV on Au). In both cases, the bond dipole be-
comes more positive, since HV0 reacts less with the surface, but F4TCNQ more. Table
3.5 summarizes the work-function modification for the single components as well as the
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Figure 3.40: Plane integrated charge rearrangements (black) and bond dipole (red) for
HV0-F4TCNQ on Ag(111), in HV0 down conformation (left) and F4TCNQ
down geometry (right).

charge-transfer salt in both possible conformations.

Similar to the situation on Au(111), the obtained work-function modification is quite
similar to the situation where the molecule in contact with the surface would not be
present. Still, as shown in Figure 3.40 it is the molecule in direct contact which takes
the workload of the charge transfer occurring on adsorption. Unlike the situation on
Au(111), however, on Ag(111) clear and significant electron rearrangements occur in
both conformations. The direction of the charge transfer is always determined by the
molecule in direct contact. I.e., in the HV0 down conformation, both molecules donate
charge to the metal, while in the F4TCNQ down conformations, increased electron
density is observed on both molecules.

3.8.4 HV0 on a Self-Assembled Monolayer

In the two previous paragraphs it was shown that upon sequential deposition, the second
monolayer undergoes charge transfer with both the intermediate layer and the metal
substrate. This is in apparent contradiction to earlier results of organic/organic inter-
faces. F. Rissner calculated a biphenyl layer on top of several different self-assembled
monolayers (SAM)[43]. Regardless of the composition and the electronic structure of the

Table 3.5: Net work-function modification (∆Φ) induced for F4TCNQ, HV0, and
the combined HV0/F4TCNQ complex in the geometries HV0 down and
F4TCNQ down at the optimized geometry (opt), and at 3Å and 6Å distance
to the Ag(111) surface

∆Φ Opt 3Å 6Å

F4TCNQ +0.51eV +0.67eV +1.08eV
HV0 -0.82eV 0.65eV -1.08eV

HV0 down +0.96eV
F4TCQ down -1.16eV
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SAM, it was found that only the organic interlayer participates in the charge transfer,
while the electron density of the metal is left almost unchanged. To test whether there
is a fundamental difference between the adsorption of the rather inert organic molecule
biphenyl and strong donors / acceptors, HV0 was calculated on top of SAM consisting
of 4’-flurobiphenyl-4-thiol adsorbed on Au(111). This SAM was chosen because, by
itself, it only influences the Au work-function marginally (by +28 meV). The metal
Fermi energy lies between its HOMO and LUMO, and hence it cannot assume metallic
behavior after adsorption (in contrast to strong charge-transfer monolayers, which al-
ways form partially occupied bands). Unfortunately, the 5× 3

√
3 unit cell in which the

calculations for F4TCNQ/HV0 have been performed is incommensurable with the SAM.
Therefore, all calculations were performed in a 3× 3

√
3 unit cell. HV0 was assumed to

adsorb 3Å above the fluorine atom and kept at its gas phase structure. Due to the lack
of van-der-Waals interaction in the methodology, no optimization was performed.

On adsorption of the donor, the work-function of SAM-pre-covered Au(111) is changed
to 3.32 eV, i.e. almost halfway between the work-functions of Mg (3.66 eV) and Ca
(2.87 eV). With respect to the pristine Au(111), the work-function decreases by -1.9
eV, exceeding the work-function modification of fully optimized HV0 (i.e., at ≈3.5Å
adsorption distance) in the same unit cell by 0.3 eV (≈20%).

In the top part of Figure 3.41, a 3-dimensional representation of the charge rearrange-
ments upon adsorption of HV0 on the SAM-modified Au surface is given. Obviously,
HV0 undergoes a strong charge transfer. In analogy to the results of biphenyl on the
same SAM, the electrons are not donated to the metal, but to the SAM. This is par-
ticularly noteworthy insofar as the charge transfer, obtained by integration over the
electron rearrangements, is relatively large, 0.36 electrons. A closer inspection of the
SAM shows that the electron density increase appears to be similar for all molecules
of the organic layer, and not localized to those in close proximity to the HV0 molecule.
Therefore, every molecule of the otherwise not particular electron poor SAM accepts
about 0.06 electrons. The bottom part of the Figure shows the plane-integrated charge
rearrangements. Also here it can be seen that the metal virtually does not participate
in charge transfer with HV0. Rather, most of the electron density transferred from HV0
is accepted roughly 0.5Å above the fluorine atom as well as ca. 1.3Å and 5.1Å below
it. The latter positions belong to the 1 and the 4’-position of 4’-flurobiphenyl-4-thiol,
respectively. Thus, virtually the same situation as in the calculations of F. Rissner is
observed. This still leaves the question why HV0 on a SAM behaves so differently than
HV0 on top of an electron acceptor.
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Figure 3.41: Charge density rearrangements of HV0 on a SAM-modified Au(111) sur-
face. Red areas correspond to increased electron density, while blue areas
are reminiscent of electron density reductions. An isocontour value of 0.005
eÅ−3 was used.

3.8.5 Conclusion

The results of HV0 on a SAM and HV0 on top of F4TCNQ indicates that regardless
of the mechanism of charge transfer (which is dependent on the viewpoint anyway),
the evolution of the potential is always such that the frontier orbital of the outmost
molecule is pinned at the Fermi energy. This can be achieved by either by significant
charge transfer or a correct alignment of the permanent dipole (as, e.g., in the case of
F4TCNQ down on Au). Consequently, it appears that the electronic structure of the
intermediate organic layer is of no importance to the total work-function modification;
whether “soft metallic” charge transfer monolayer, SAM, or isolator, it probably does
not matters. The only property of importance is the relative distance between the outer
charge transfer monolayer and the metal. In this context it should be reminded that the
distance dependence as calculated by DFT is probably not a very trustworthy quantity,
since the distance-dependent polarization is neglected (compare 2.3.3).
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In the previous chapter, specific realistic systems were considered. From the differences
and the similarities of these, general conclusions about structure-to-property relation-
ships can be drawn. In this chapter, these conclusions will be explicitly formulated and
tested on idealized systems. Thereby, idealized systems refer to metal/organic inter-
faces in which deliberate control is exerted over the details of the adsorption geometry,
in particular, the bending, the adsorption distance, and the packing density. Most
of the systems are unrealistic in a sense that they cannot be realized experimentally.
Therefore, the conclusions drawn are obviously not directly verifiable in the real world.
However, the distinct control over these details allows to easily single out the impact
of specific influence factors. In the long run, understanding these factors will allow to
devise advanced molecules which take advantage of found effects.

The build-up of this chapter is as follows: First, the impact of the adsorption dis-
tance will be monitored. Section 3.8 already gave strong hints that this quantity
plays a decisive role for the achievable work-function modification. Here, the impact
will be tested on three molecules: N,N’-dimethyl-[4,4’]Bipyridinylidene (MV0), 2,3,5,6-
tetrafluoro-7,7,8,8 tetracyanoquinodimethane (F4TCNQ), and coronene-1,2,5,6,9,10--
hexaone (COHON). In the next section, the role of bending will be discussed. All
charge-transfer molecules investigated in these thesis showed a pronounced downward
bending of the peripheral groups, which in all cases induced a dipole moment mitigating
the desired work-function change. It will be studied whether this effect is really critical
for the total work-function modification, or if it is compensated by other means. Also,
the impact of the spatial position of the molecular dipole moment will be looked at.
Finally, the knowledge won by these computer experiments will be applied to a set of
molecules, which are systematically modified to exploit these structure-to-property re-
lationships. The intention of this section is to highlight the complex interplay between
the individual effects occurring in metal/organic interfaces, as well as to demonstrate
potential applicability of the found rules.
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4.1 Impact of the adsorption distance

4.1.1 Preface

In this section, charge-transfer monolayers adsorbed at different distances to the metal
will be investigated. Although in real world experiments, directly lifting up a molecule is
not possible, there exist indirect ways to achieve this goal. It has been shown, for exam-
ple, that using NaCl spacer layers has a significant impact on the position of the frontier
orbitals[225, 226]. It is also perceivable that cargo-lifer SAMs[227] inserted between metal
and charge-transfer monolayer are able create at least two stable conformations with
different adsorption distances. Before presenting the results, it should be reminded
that this investigations are prone to some errors of DFT. As discussed in section 2.3.3,
DFT overestimates charge-transfer in general. To make matters more complicated, the
dissociation limit to open shell is also not correctly described. However, since this sec-
tion deals with dissociation into closed shell subsystems, it is not sure whether this is
also a problematic issue here. Another important effect not described by DFT is the
screening of charge by long-range correlation of electrons in the metals[35, 36], which has
a profound impact on the electron addition and removal energies as a function of the
adsorption distance. It should also be clear that all computations here are equilibrium
calculations, predicting charge transfer even if the tunneling probability for electrons
would be too low to be observed on laboratory timescales. Despite all these shortcom-
ings, DFT performs well at reasonable distances, which is illustrated by the generally
good agreement of theoretical and experimental results shown within this thesis. It is
not clear, however, which range these reasonable distances encompass, and the results
for large distances shown below should be viewed with appropriate caution.

Due to the discussed shortcomings, the results presented hereafter are not directly
intended for publication, at least not until supporting calculations (at the GW or CAS
level) directly verify them. Rather, they are thought as foundation for discussion, and to
understand the general behavior of metal/organic interfaces when treated with density
functional theory (DFT). All calculations have been performed by myself, and inter-
pretation was done in multiple discussion with Egbert Zojer, Georg Heimel, Ferdinand
Rissner, David Egger, Gerold Rangger, and Anna Track.

4.1.2 Results and Discussion

In section 3.8, it was stated that upon increasing the metal/molecule distance, the
work-function modification can be enhanced. To find out why this is the case, a se-
ries of calculations of 1H,1’H-[4,4’]bipyridinylidene (HV0) adsorbed on Au(111) have
been performed where the adsorbate layer is systematically placed farther away from
the surface. In order to obtain easily interpretable results, the molecule was assumed
to be planar and bear no permanent dipole moment. In Figure 4.1, the evolution of
the work function with respect to the metal/molecule distance is shown. It is clearly
demonstrated that for this system, the induced work-function modification is almost
doubled if the system separation is increased from 3Å to 10Å. Considering that the
work-function reducing is already quite large at small distances, this relationship de-
serves further attention.

122



4 Structure-to-Property Relationships

Figure 4.1: Transferred charge Q and work function modification ∆Φ of HV0 on Au(111)
at different metal-molecule distances, d.

To understand the reason for the strong dependence, it must be remembered that
HV0 is in the Fermi-level pinning regime, i.e. in the combined system its highest occu-
pied molecular orbital (HOMO) is located right at the Fermi-energy of the metal. Since
the HOMO energy is related to the ionization potential (although, of course, strictly it
must not be interpreted as such), the observation is equivalent to the statement that the
ionisation potential (IP) is a function of the adsorption distance. In principle, a similar
function is known: The ionization potential corresponds to the energy needed to remove
one electron from the system, leaving a positive charge behind. In contrast to the free
molecule in gas phase, near the metal the positive charge is screened by polarization of
the metal electrons, thereby lowering the energy of this state and reducing the IP. The
energy gain upon screening, P, depends on the distance[36] as 1/d. However, this means
that the IP - and hence the work function - becomes smaller for molecules closer to the
substrate, in contrast to the behavior shown in Figure 4.1. Also, as discussed above
this mechanism is absent in normal DFT functionals[35], which is fortunate insofar as it
else would have masked the effect observed here.

An alternative, more plausible explanation would be a change in the so-called charging
energy, U. This effect describes the tendency of any charged system to resist further
charging, inter alia by virtue of coulomb repulsion. This effect has also been shown
experimentally, e.g., for C60 on Ag[39]. It manifests itself as lowering of the HOMO
energy upon (partial) charging of an electron donor. Figure 4.1 also shows the evolution
of the transferred charge, ∆Q, obtained by integration of the electron rearrangement as
in the earlier sections. Obviously, ∆Q becomes smaller with the separation of metal and
monolayer. This is not completely unexpected and can be rationalized by the following
gedankenexperiment.

Assume that the pinned level, originally at energy ε is only infinitissimally broad and
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Figure 4.2: Work function modification ∆Φ of F4TCNQ (boxes) and COHON (trian-
gles) as function of the distance to the Ag(111) surface.

not subject to change in energy upon interaction with the substrate. Furthermore, the
system should be in the Fermi-pinning regime. A necessary requirement in this case
is that ε aligns with the Fermi energy of the metal, which is realized by a shift in the
vacuum level between those levels according to the Helmholtz equation. In lieu of a
permanent dipole, this shift must be realized by charge transfer. Under the constrains
of this gedankenexperiment, the corresponding dipole must be independent of the ad-
sorption distance. As a direct consequence, the transferred charge must decrease with
increasing separation. Now, when the interaction with the substrate is “turned on”, the
charging energy draws the HOMO energy to lower energies, closer to the Fermi energy.
The dipole needed to bridge the energy between ε and the Fermi energy becomes smaller,
and hence the charge transfer is mitigated. Since this directly depends on the amount of
∆Q, the mitigation is larger for smaller the adsorption distances. To put it differently,
∆Q decreases more slowly than the charge-transfer distance increases, resulting in an
enhancement of the work-function modification at large separations.

To demonstrate that this effect applies to many Fermi-level pinned systems, Figure
4.2 shows the work-function modification to distance relationship for F4TCNQ and,
on a less tight grid, COHON on Ag(111) in the same 5 × 3

√
3 unit cell; again, both

molecules have been assumed to be planar. It is particular interesting to notice that the
amount of the work-function modification enhancement is different for both molecules,
being much more pronounced on the smaller and more potent acceptor F4TCNQ. This
can be explained by the charging energy being smaller on more extended systems, since
the charge can be delocalized over a larger area.

The distance dependent evolution of the work function was also investigated by Ro-
maner et al. for perylene-3,4,9,10-tetracarboxylic-3,4,9,10-dianhydride (PTCDA) on
Ag(111), Cu(111), and Au(111)[99]. Also there, a significant increase of the work-
function modification was observed with increasing adsorption distance. However, it
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appears that at least for Ag and Cu, the work-function modification reaches a satura-
tion already at very small metal / monolayer separations of ≈3Å. Tentatively, this is
attributed to the small electron affinity of PTCDA, which results in only very little
transferred charge and consequently very small charging energies at all distances.

4.1.3 Conclusion

Since the screening induced (de)stabilization of HOMO and LUMO is absent in these cal-
culations, it is not clear whether these results are directly applicable to charge-transfer
layers being placed at more remote distances from the surface. In retrospect, the results
presented here are more to be understood as impact of the charging energy rather than
as impact of the adsorption distance. However, it is important to notice that in DFT,
the charging energy is very sensitive to the separation of the subsystems. Therefore, this
section underlines that the correct description of the adsorption distance is of crucial
importance if the correct electronic structure is desired. The results also clearly show
that the charging energy is an adverse effect to the work-function modification, and the
design of improved molecules should aim to keep this as low as possible. This can be
done, as shown above, by choosing larger molecules. Also control over the bend of the
molecule might prove to be a suitable way to influence ∆Q, which will be elaborated
in section 4.2. An indirect conclusion from these data here is also that more densely
packed monolayers, in which the potential step between metal and molecule can be re-
alized by a smaller dipole, will also be subject to less charging energy, and hence induce
a larger work-function modification.
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4.2 Impact of the molecular bend: When do Dipoles Really
Count?

4.2.1 Preface

This section will be concerned with the effect of dipoles in charge-transfer monolayers
adsorbed on coinage metal surfaces. Specifically, the impact of the spatial position of
the dipoles will be investigated, directly relating to the downward bending found for
most charge-transfer molecules investigated in the Specific Systems part of this thesis.

The results presented here are submitted to Nano Letters. The following section will
be a reproduction of the manuscript. Geometry optmisation of the SAM shown in the
last part of this section has been performed by David Egger. All other calculations were
performed by myself. The results were interpreted and refined in multiple discussions
with David Egger and Egbert Zojer.

Abstract

Deposition of monolayers of strong electron donors or acceptors on metal surfaces in
many cases results in a metal-independent work function as a consequence of Fermi-
level pinning. This raises the question, whether in such a situation molecular dipoles,
which are also frequently used to tune the interface energetic, still can have any impact.
We use density-functional theory to show that the spatial position of the dipoles is the
determining factor and that only dipoles outside the immediate metal-molecule interface
allow work-function changes beyond the pinning limit.

Introduction

In the field of organic electronics, controlling the work function, ∆Φ, of metal elec-
trodes has been named as one of the most important tasks in order to improve device
performance[11]. This can, for example, be achieved by introducing of a dipolar layers
at the interface[10]. In this context, large work-function modifications have been demon-
strated using covalently bonded self-assembled monolayers[45, 134, 136–138, 140–142, 228–230].
An alternative and particular promising method to exert influence over Φ is the applica-
tion of an organic monolayer consisting of molecules that are sufficiently strong electron
donors or acceptors. In that case, significant interfacial charge transfer is observed
and the Fermi-level gets pinned. While there is still a debate in the community about
which level of the organic is actually responsible for the pinning (e.g., the charge neu-
trality level[45], a (bi)polaron level[231], or the HOMO / LUMO itself[24]), it is commonly
accepted that the alignment occurs due to the formation of an interface dipole layer,
emerging from the (covalent or charge-transfer driven) bond between the metal and
the monolayer. Experimentally it has been established that in the case of Fermi-level
pinning the work function of the combined metal/monolayer system, Φ’, is indepen-
dent of the Fermi level of the underlying metal (e.g., see Refs. [29, 44, 179, 193, 231–233]).
At the same time, molecular geometries are known to become distorted in the adsorp-
tion process[24, 37, 124, 132, 222, 234], thereby inducing additional molecular dipoles even
in otherwise flat molecules. An instructive way for analyzing the total work-function
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modification, ∆Φ, is then to decompose it according to the origin of the contribut-
ing dipoles[22, 235]. I.e., ∆Φ can be viewed as the superposition of (i) the part arising
from molecular dipoles, ∆Emol, and (ii) the part resulting from charge rearrangements
induced by electronic interaction of molecule and metal, ∆Ebond:

∆Φ = ∆Emol + ∆Ebond (4.1)

For self-assembled monolayers that are not in the Fermi-level pinning regime it could
even be shown explicitly that ∆Emol and ∆Ebond are independent of each other and
can be varied separately[143].

This gives rise to a seeming contradiction: How can the molecular dipole contribute
to the work-function modification, if all that counts in the case of Fermi-level pinning[38]

was the energetic position of the molecular level at which pinning occurs? Solving this
puzzle is also important from a practical point of view, as it relates to the question,
whether one can use molecular dipoles to go beyond work-function modifications dic-
tated by Fermi-level pinning. That the latter can indeed be a severe limitation for the
achievable ∆Φ has, for example, been shown recently for SAMs with dipole moments
distributed along the molecular backbone[236].

Therefore, we performed density functional theory (DFT) based band-structure cal-
culations on carefully chosen test systems with strong charge transfer character, where
molecular dipoles with different magnitude and at different spatial locations are intro-
duced either via modification of the geometry or systematic chemical derivatization.
Employing periodic boundary conditions in all three dimensions allows to employ the
Helmholtz equation for the calculation of work-function modifications, as well as to
take molecule-molecule interactions and depolarization effects into account. For these
calculations the VASP[51–53] code has been used and the results have been visualized
using XCrysden[161]. The employed methodology is well tested and has been success-
fully applied to reproduce experimental data[24, 123, 124]. It is explained in more detail in
the Supporting Information section, along with further details on the approach to calcu-
late ∆Φ, ∆Emol and ∆Ebond, as well as the employed unit cells and adsorbate structures.

4.2.2 Results and Discussion

A set of prototypical systems, where large contributions from ∆Emol and ∆Ebond
occur simultaneously are monolayers of the strong acceptor 2-(4-Dicyanomethylene-
2,3,5,6-tetrafluoro-cyclohexa-2,5-dienylidene)-malononitrile F4TCNQ (see Figure 1a) on
coinage metals[24, 124]. F4TCNQ covered Cu(111), Ag(111), and Au(111) surfaces dis-
play virtually the same work functions determined by pinning[124]. Ultraviolet photo-
electron spectroscopy (UPS) and corroborating DFT calculations indicate a strong net
charge transfer from the metal to the molecular monolayer giving rise to a substantial
charge-transfer induced ∆Ebond

[124]. Additionally, X-ray standing wave measurements
on Cu(111) reveal that the cyano-groups at the periphery of the molecule are located
1.2Å closer to the surface than the central ring[24]. DFT calculations show that the sim-
ilar bending occurs on all coinage metals[124]. These observations have been confirmed
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for the related molecule TCNQ on Cu(100)[237]. This bending down of the polar -CN
groups causes a substantial value of ∆Emol, which is of the same order of magnitude as
∆Ebond. Both have opposite sign and, consequently, partly cancel each other. Thus, in
spite of the observed Fermi-level pinning, the actual work-function modification appears
to arise from a subtle interplay between charge-transfer and bending-induced dipoles.

To analyze the actual influence of the molecular bend and hence ∆Emol, DFT calcu-
lations for a densely packed monolayer (1 molecule per 115Å2) of F4TCNQ on Ag(111)
in an experimentally motivated unit cell (see supporting information) were performed
with the molecular backbone fixed to the optimized adsorption distance of 3.57Å[124].
Then, the CN-groups were systematically flexed as shown in Figure 4.1b. This bending
reflects a somewhat hypothetical situation, but, as will become clear below, serves as an
excellent test-bed to explain the effects determining the interface energetic. The contri-
butions of ∆Emol and ∆Ebond to ∆Φ were calculated and are shown in Figure 4.1c. For
∆Emol, a linear dependence on the -CN out-of-plane bent is found with values ranging
from -0.98 eV to +0.98 eV. The dotted line in Figure 4.1c represents the (hypotheti-
cal) situation of a constant ∆Emol, i.e. the situation one would encounter if ∆Φ was
determined by ∆Emol plus the value of ∆Ebond of the planar geometry. The calculated
∆Φ (solid squares in Figure 4.1c), however, displays a markedly different evolution:
When the cyano-groups are located between the backbone and the metal, i.e. the cyano
groups are downward bent as in the actual adsorption geometry found in experiment,
we observe only a very weak dependence of ∆Φ on the position of the -CN groups. The
evolution of ∆Ebond with the -CN bending largely compensates the change of ∆Emol
and the work-function of the F4TCNQ covered surface is determined by Fermi-level pin-
ning (the fact that ∆Φ does not remain absolutely constant will be explained below).
In sharp contrast to the situation described above, upward bending of the -CN groups
hardly affects ∆Ebond. Hence, the actual evolution of ∆Φ closely matches the hypothet-
ical situation described by the dotted line, and work-function modifications beyond the

“pinning-limit” can be observed. This asymmetric dependence of ∆Φ on the bending
does not arise from interactions between the -CN groups and the Ag(111) surface, as
it is also observed when F4TCNQ is located 10Å above the metal surface and is also
not limited to the F4TCNQ/Ag interface (see Supporting Information). At this point
it should be emphasized that this is also not an artifact arising from molecule-molecule
interaction or depolarization effect. One arrives at the same conclusions by performing
the same calculations for a different packing motif (also shown in the Supporting Infor-
mation).
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Figure 4.1: a) Chemical structure of 2-(4-Dicyanomethyl-2,3,5,6-tetrafluoro-cyclohexa-
2,5-dienyl)-malononitrile (F4TCNQ) b) Structure of planar F4TCNQ on
Ag(111) with the bending illustrated by the semi-transparent atoms, and the
chemical structure of F4TCNQ. c) Evolution of ∆Φ (closed boxes), ∆EMol

(open circles), and ∆EBond (open triangles) as a function of the bending of
the cyano-groups in F4TCNQ. The vertical solid line indicates the planar
structure and the dotted line indicates the evolution of ∆Φ in the hypothet-
ical case of ∆EBond being unaffected by the bent (details see text)

The origin of this observation rather lies in the spatial location of the molecular dipoles
(here the -CN groups) relative to the region in which the charge rearrangements between
metal and molecule occur: Fermi-level pinning, by definition, requires the pinned molec-
ular state at ε to align with the substrate’s Fermi energy, EF . This leads to a relative
shift of the potential landscapes of the metal and the monolayer by an energy ∆E that
equals the difference between ε and EF (cf., Figure 4.2a). It can be achieved by charge
rearrangements between the metal and the molecular layer giving rise to ∆Ebond. In-
troducing a dipole-layer between the metal and the adsorbate as schematically shown
by the vacuum energy discontinuity in Figure 4.2b (highlighted by an arrow and, here,
representing ∆Emol) must not change the relative alignment between ε and EF . I.e.,
∆E needs to remain the same and the impact of the additional dipole layer has to be
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Figure 4.2: Schematic representation of the interface energetics in Fermi-level pinned
metal monolayer interfaces. The left potential well represents the metal,
the right well corresponds to the molecular monolayer. EF denotes the
Fermi energy, ε the energy of the pinned level, and EV L the vacuum level.
Φ and Φ’ are the work-function of the pristine metal and the work-function
of the joint system, respectively. ∆E is the potential drop required to align
ε and EF . In (a), the situation without any molecular dipole is shown; (b)
depicts the interface energetic with a molecular dipole induced potential step
(indicated by the arrow) between metal and molecule. In (c), the situation
for the potential step being located above the metal/monolayer junction is
shown.

compensated by a larger (or smaller) ∆Ebond. To a first approximation (vide infra),
also sample work-function Φ’ would not be affected by the additional dipole layer. If,
however, the dipole layer was introduced above the region where the states responsible
for pinning are localized (Figure 4.2c), this would not interfere with Fermi-level pinning
and, thus, it would have no impact on the energetics in the region between the metal
and the molecular layer. In this case, ∆Ebond would remain constant and the ∆Emol
would change the vacuum energy (EV L) above the system. This results in a modified
sample work function Φ’ in spite of pinning. The situation outlined in Figures 4.2b (c)
is strongly reminiscent of what is shown in Figure 4.1c for downward (upward) bending
of the -CN groups. Indeed, when plotting the electron potential energy for a hypotheti-
cal free-standing F4TCNQ layer perpendicular to the long molecular axis (Figures 4.3a
and b), or the plane averaged electron potential energy (Figure 4.3c), one sees that the
vacuum energy changes only above that side of the layer towards which the -CN groups
are bent.
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Figure 4.3: Electron potential energy (relative to ε = 0) for a hypothetical free-standing
F4TCNQ perpendicular to the long molecular axis for the planar (a) and the
bent (b) geometry. White lines are isodensities representing a step of ca. 0.3
eV. (c) shows the electron potential energy averaged over the plane parallel
to the surface for the planar (solid black line), downward bent (dashed light
grey) and upward bent (dotted dark grey) geometry.

At this point the question arises to what extent other parameters like the adsorption
distance play a role and whether effects like the distance dependent Pauli push-back[50]

are of any relevance. Following the above considerations, one might come to the con-
clusion that neither of them counts, as Pauli push-back is an intrinsic part of ∆Ebond
and changing the charge-transfer distance will be compensated by a different amount of
transferred charge in a straightforward manner. In this context, one, however, must not
forget that charging the molecular layer per se affects the energetic position of molecular
levels[39] and hence also the position of the pinning level ε. This, naturally, changes ∆E
in Figure4.2(a)-(c) and consequently also the system work function Φ’. The dependence
of the work-function change on the adsorption distance has indeed been documented
in a computational study on 3,4,9,10-perylene tetracarboxylic dianhydride (PTCDA)
adsorbed on coinage metals[99]. Another effect is that geometric distortions also change
the molecular eigenstates, thus affecting the position of the pinning level (cf. support-
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ing information). A combination of the above described aspects is responsible for ∆Φ
being not exactly constant for the downwards bent -CN groups as shown in Figure 4.1c.
Nevertheless, the pronounced asymmetry in the evolution of ∆Φ with the out-of-plane
bend, α is clearly a consequence of the different location of the molecular dipole relative
to the charge-transfer region.

To illustrate that the above described mechanism does not depend on the specific
system, we next discuss a conceptually different example: Doubly reduced methylviolo-
gen (MV0) is a potent electron donor, which has been shown experimentally to reduce
the work function of a Au surface by 2.2 eV[123]. For this compound, we found an
almost perfectly planar adsorption geometry (cf. section 4.3. To endow the molecule
with an intrinsic dipole moment, we have replaced one hydrogen atom in each of the
methyl groups by fluorine (FMV0; see Figure 4.4a, top). In a monolayer of FMV0, the
magnitude and spatial position of the intrinsic dipole can be tuned by a rotation of the
peripheral −CH2F groups (see Figure 4.4b). Here we study FMV0 on a Au(111) in
a 5× 3

√
3 unit cell, corresponding to (sub)monolayer coverage (1 molecule per 226Å2)

in analogy to the investigation of doubly reduced viologen in section 4.3. A study at
full coverage is prevented by the fact that the structure of a densely packed monolayer
consisting of MV0 or its derivatives is not known.

Due to symmetry reasons, an upward and a downward rotation of the terminal groups
affect ∆Emol in the same way (open circles in Figure 4.4c). Moreover, in perfect anal-
ogy to F4TCNQ on Ag(111) and in agreement with the above reasoning, it is found
that when the C-F dipole is located between the metal and the plane of the molecule
(negative angles in Figure 4.4c), ∆Ebond almost perfectly counteracts the evolution of
∆Emol. This results in a hardly changing ∆Φ determined solely by pinning. For posi-
tive angles, the C-F dipole is found outside of the immediate interface (i.e., outside the
charge-transfer region). Therefore, ∆Ebond remains constant regardless of ∆Emol, and
∆Φ strongly depends on the rotation angle.

To demonstrate that Fermi-level pinning is a necessary requirement for the asymme-
try, we studied also fluorethane (Figure 4.4a, bottom), a wide-gap insulator that does
not undergo charge-transfer with an Au(111) surface and bears an intrinsic dipole mo-
ment, whose orientation can be easily tuned. For the sake of consistency, we assumed
the same adsorption distance (3.53Å between the top metal layer and the carbon atoms)
as for FMV0. To account for the smaller size of the molecule, a 3 × 3

√
3 unit cell was

chosen (1 molecule per 45Å2), again representing the case of a loosely packed monolayer.
(This results in a higher dipole density than for FMV0 discussed above resulting also
in a larger ∆Emol). Figure 4.4d shows the evolution of ∆Φ, ∆Ebond, and ∆Emol with
respect of the rotation of fluorethane along its C-C bond. Since no significant charge
transfer occurs at the interface, ∆Ebond is generally small (-0.2-0.3eV), and varies only
as the individual atoms change their distance to the surface, thereby slightly modulat-
ing Pauli push-back (note that in the absence of Fermi-level pinning changes in the
push-back will not be compensated by interfacial charge-transfer as described for the
above cases). The variations in ∆Emol are much larger (between -1.4eV and +1.4eV)
and, therefore, determine the trend for ∆Φ for positive and negative angles. I.e., they
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Figure 4.4: a) Chemical structure of 1,1’-Bis-fluoromethyl-1H,1’H-[4,4’]bipyridinylidene
(FMV0) and fluorethane. b) Structure of FMV0 adsorbed on Au(111). The
arrow indicates the rotation of the CH2F -groups. c) Evolution of ∆Φ (closed
squares), ∆Emol (open circles), and ∆Ebond (open triangles) as function
of the rotation of the CH2F substitutent of FMV0. Lines are b-spline
interpolations to the calculated values and intended as guide to the eye. d)
like c, for the rotation for fluorethane along its C-C bond.

are no longer compensated by ∆Ebond for molecular dipoles between the monolayer and
the metal. The larger absolute magnitude for ∆Emol compared to FMV0 is simply a
consequence of the higher packing density.

At this point the question arises whether the above described effect is only valid for flat
lying molecules which undergo changes in their geometry, or whether the same trends
can also be reproduced on Fermi-level pinned self-assembled monolayers. These bear
the advantage that they can be derivatisized in a straightforward manner (vide infra).
A suitable example is substituted [2,5’;2’,5”]terpyrimidine[236] on Au(111) I shown in
the left part of Figure 4.5.

IWhile Fermi-level pinning has been observed experimentally for MV0 and also F4TCNQ, such
molecules to the best of our knowledge have not yet been investigated experimentally. As a consequence,
bearing in mind the well known band-gap problem of DFT, it cannot be guaranteed that Fermi level
pinning actually occurs in this SAM. This does, however, in no way affect the fundamental conclusions
drawn here
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Figure 4.5: Left: Chemical Structure of the terpyrimidine SAM. Black balls represent
carbon atoms, grey denote nitrogen, white balls are hydrogen atoms, golden
atoms represent Au. The black circle indicates the location of the docking
group, while the red circle show the location of the head group. Right:
Modification of the work function of a Au(111) surface by a densely packed
terpyrimidine SAM with different docking groups (closed black boxes, head
group = H) and with different head groups (open red circles, docking group
= S).

Here, X denotes the functional group which binds the monolayer covalently to the
gold surface, and Y is the head-group to be functionalized by dipolar substituents. The
pinned level is located in the polar backbone of the monolayer. The right part of Fig-
ure 4.5 shows the induced work-function modification for X = O, S, Se, and Te (Y
= H). Despite the different bonding chemistries, ∆Φ does not change at all for the
whole series. This is in sharp contrast to what one observes for a non-pinned terphenyl-
backbone, where varying X results in ∆Φ values differing by up to 1.4 eV (details see
Supporting Information). Note that for the sake of comparability, the geometries were
kept fixed at the structure of the sulfur-substituted compound and a packing density
of 2 molecules per 45Å. Figure 4.5 also displays the effect of varying the head-group
in the thiolate-bonded terpyrimidine (Y = H, NH2, F, and CN). Since the dipole layer
created by the -Y substituents is outside the ’“charge-transfer” region, i.e., “above” the
pinning-level, a work-function modification beyond pining can be observed as expected
from the above considerations. For Y=CN this results in exceptionally large value for
Φ’. A value of ∆Φ=3.98eV and thus should yield a work-function of the SAM-covered
Au(111) surface as high as 9.20 eV. To what extent such “super-dipole layers” will actu-
ally be observed in practice, only time can tell and will greatly depend on whether the
necessary molecules can be made and form well-ordered and densely packed monolayers.
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4.2.3 Conclusion

To summarize, we have shown that whether molecular dipole layers play a role for the
work function of Fermi-level pinned metal/monolayer systems is crucially determined
by the position of that layer. When the molecular dipoles are within the region affected
by the pinning-induced charge rearrangements, they have virtually no effect on the final
work function of the system. This is because in that case the molecular dipoles are com-
pensated by variations in the charge-transfer dipoles arising from the metal-molecule
interaction. The finding holds true independent of the type of the adsorbed system
(flat-lying donor or acceptor layer, or SAM), the charge transfer distance, and the ori-
gin of the molecular dipole (bending and rotation of substituents or change in docking
groups). When, however, the molecular dipoles are located above the metal-molecule
charge-transfer complex, their effect will be additive to that resulting from the pinning
itself. Keeping that in mind will allow the design of novel systems that give rise to
work-function modifications of unprecedented magnitude.

4.2.4 Supporting Information

Methodology

Calculations were performed with the VASP code[51–53] at the GGA-DFT level, using
the PW91 functional. VASP employs periodic boundary conditions in all three spatial
directions, accounting for the (semi)infinite extension of the systems. To model the
surface, the so-called “repeated slab-approach” was chosen. In this approach, the metal
is represented by a finite number of layers (here: five), where on one side the molecular
layer is adsorbed. Successive slabs are separated in z-direction by a sufficient amount of
vacuum (>20Å). In order to prevent mutual polarization of the unit cells, a counteract-
ing dipole layer was inserted in the vacuum region. A plane wave basis set with a cutoff
of 20 Ryd was used. The interaction between valence electrons and the core was de-
scribed using the projector augmented plane wave method (PAW)[55, 56]. Occupation of
the band structure followed the Methfessel-Paxton scheme[58]. The number of k-points,
which were constructed according to the Monkhorst-Pack method[57], was adjusted to
the size of the respective unit cells: For the flat-lying molecule F4TCNQ, the experimen-

tally motivated

(
4 −1
4 0

)
unit cell was used in analogy to earlier calculations[124]. For

FMV0, a single molecule per 5×3
√

3 was chosen to represent the case of a loosely packed
monolayer in order to prevent artifacts from incorrect packing. Both kinds of systems
were sampled with 3x3x1 k-points. The smaller molecule fluorethane was modeled as a
single molecule in a 3× 3

√
3 cell.

Self-assembled monolayers consisting of substituted terpyrimidines or terphenyls were
modeled with two molecules per 3 ×

√
3 cell, arranged in a herringbone-pattern as

found experimentally for biphenylthiole[238]. The exact geometry of terpyrimidine was
taken from Ref [236]. For the terphenylthiolate SAM, a full geometry optimization was
performed in internal coordinates using the gadget-tool[239] until the forces acting on
the atoms were smaller then 0.01 eV/Å. The 3 ×

√
3 cells were sampled by a grid of

8x5x1 k-points. All top-view of all surfaces is shown in Figure 4.6

135



4 Structure-to-Property Relationships

Figure 4.6: Employed unit cell, replicated three times in x- and y-direction, of F4TCNQ
on Ag(111) (top left), and fluorethane (top right), FMV0 (bottom left), and
terpyrimidinethiole (bottom right) on Au(111).
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The work-function modification, ∆Φ, was calculated according to the Helmholtz equa-
tion

∆Φ =
µsys
ε0A

(4.2)

Here, µsys denotes the dipole moment of the combined metal/monolayer system given
by the counter-dipole mentioned above, A is the unit cell size and ε0 the vacuum permit-
tivity. To calculate ∆EMol, the dipole moment µMol of the monolayer was calculated
in its adsorbed geometry, but without the metal. In analogy to eq. 4.2, ∆EMol is then
given by

The work-function modification, ∆Φ, was calculated according to the Helmholtz equa-
tion

∆EMol =
µmol
ε0A

(4.3)

Finally, equation was then used as definition to obtain ∆EBond:

∆EBond = ∆Φ−∆EMol (4.4)

Note that by definition, ∆EBond includes all kind of electronic interactions between
metal and monolayer, i.e. covalent bonds, charge transfer, Pauli pushback, etc.

To create the bent geometries of F4TCNQ, the molecule was fully optimized in gas
phase. Using a z-matrix editor, the cyano groups were bent by setting the dihedral angle
1-2-3-4 (numbering according to Figure 4.7) to 180◦−α , with alpha being the “bending
angle” shown in Figure 4.1. All other dihedrals were kept at 180ř and 0ř, respectively.
The obtained geometries were then placed above the surface so that all atoms except
the cyano groups (numbers 3 and 4) are located at the same z-coordinate. For the
calculations in the main text, the adsorption distance, given as difference between the
z-coordinate of the F4TCNQ central ring and the topmost metal layer, is set to 3.3Å,
according to XSW-measurements for this system. In the corroborating calculations
shown in the supporting information, the adsorption distance was set to 10Å.

For FMV0, also a full gas phase optimization was performed. Initially, both fluorine
atoms were placed in the plane of the backbone, and symmetry constrains were employed
to ensure that the molecule remains perfectly planar. Subsequently, both CH2F groups
(indicated by numbers 1-3 in Figure 4.7) were simultaneous rotated around the axis
given by C-N bond (numbered as I and II). The rotation was performed such that
the fluorine-atoms were always on the same side of the molecule, i.e. the mirror-plane
perpendicular to the long axis was preserved. The situation with both fluorine atoms
located in the plane was chosen to represent 0◦ rotation. The obtained geometries were
then placed above the surface such that all atoms of the backbone are located at the
same z-position. The difference between this z-coordinate and the topmost metal layer
was defined as adsorption distance. For the calculations in the main text, an adsorption
distance of 3.53Å was chosen, according to the adsorption distance of fully optimized
MV0. In the corroborating calculations presented in the supporting information, the
adsorption distance was set to 5.00Å.

Fluorethane was optimized in gas phase prior to generation of the monolayer geome-
tries. The molecule was constrained to the eclipsed conformation. In the absence of
experimental data on the correct packing on Au(111), a 3 ×

√
3 unit cell was chosen,
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Figure 4.7: Molecular structure of F4TCNQ (top) and FMV0 (bottom), along with
numbering for atoms used to define dihedral angles. Note that symmetry-
ident atom are denoted with the same numbers.

representing a loosely packed monolayer. An adsorption distance of 3.53Å was assumed,
in analogy to the FMV0 structure. As such a system is bonded to the surface mainly by
van der Waals interactions, a geometry optimization using a (semi)local functional like
PW91 in the framework of DFT would be futile. The change of dipole perpendicular to
the surface was realized by rotation of fluorethane along its C-C bond. Note that for all
cases discussed above, geometric changes of the intra-molecular bond lengths resulting
from the metal-molecule charge transfer are not considered, as it has no impact on the
conclusions drawn here.

As starting point of the terpyrimidine-calculations the fully optimized geometry from
Ref. [236] was chosen. To calculate the effect of substituting the docking group, only
the corresponding S-atom was replaced by O, Se, and Te, respectively. For the results
presented in the main text, no geometry optimization was performed. Head-group mod-
ifications were only done for thiole-bonded terpyrimidines. Here, the atomic position of
the head group was optimized until the remaining forces were smaller than 0.01eV/Å,
while the remaining molecule was kept frozen. It should be noted that due to intrinsic
errors of GGA-DFT (e.g., self-interaction error and lack of derivative discontinuities),
the nature and energetic position of the HOMO orbital - σ or π - depends sensitively on
the choice of the exchange-correlation functional. This has no impact on the conclusions
drawn here, as the reasoning of the main text is based on electrostatic considerations.
At most, the underestimation of the band-gap by DFT might result the need for a
slightly longer oligopyrimidine to actually observe pinning.
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Figure 4.8: Evolution of ∆Φ (closed boxes), ∆EMol (open circles), and ∆EBond (open
triangles) as function of the bending of cyano-groups F4TCNQ adsorbed 10Å
above an Ag(111) surface. In the inset, the chemical structure of F4TCNQ
is shown.

Molecular gas phase properties were calculated using Gaussian03[71]. The B3LYP
functional was employed together with the 6-31+G* basis set. To obtain the ionization
potentials (IP) and electron affinities (EA) discussed below, the total energy of the
neutral molecules was subtracted from the total energy of the singly charged radical
species.

F4TNCQ

In the data presented in the main text, F4TCNQ is located near the surface (at 3.3Å).
Because the CN-groups participate in the charge transfer process[24], the bending of the
CN-groups has a significant influence on the effective charge transfer distance, which
is known to strongly impact ∆Φ[99]. For example, at 30◦ bending, the nitrogen atoms
are located 0.6Å beneath / above the molecular plane. In order to test the impact
of this effect and to clarify, whether the specific interaction between the -CN groups
and the metal is relevant for the main conclusions of this paper, F4TCNQ has also
been studied 10Å above an Ag(111) surface in a loosely packed monolayer (5 × 3

√
3

unit cell). At such a large distance, a bending of 0.6Å is of only very minor relevance.
Certain methodological issues notwithstanding (due to the large distance, no charge
transfer would presumably take place on laboratory timescale and a single-determinant
description becomes perhaps somewhat problematic), it is clearly shown that at 10Å a
situation is observed that is qualitatively equivalent to that observed for a 3.3Å adsorp-
tion distance; the main difference is that the variations of ∆Φ for downward bending
are somewhat reduced.
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Figure 4.9: Evolution of ∆Φ (closed boxes), ∆EMol (open circles), and ∆EBond (open
triangles) as function of the bending of cyano-groups F4TCNQ adsorbed
3.3Å above an Cu(111) surface. In the inset, the chemical structure of
F4TCNQ is shown.

Also, this effect is not restricted to the interaction of F4TCNQ with the Ag-surface;
as an example, the results for adsorption on Cu(111). Here also a loosely packed 5×3

√
3

unit cell has been used, along with the experimentally determined adsorption distance
of 3.3Å. Note that despite the different packing motif and density used in the main text
(experimentally motivated unit cell) and here (rectangular, loosely packed 5×3

√
3 unit

cell), the same trends are observed, demonstrating that the conclusions are neither an
artifact stemming from molecule-molecule interaction nor depolarization effects. The
results are shown in Figure 4.9.

To study the effect of bending on the molecular levels, the gas phase electron affinity
(EA) of F4TCNQ in its differently bent geometries has been calculated. We find that
EA changes from 4.11eV in the planar to 4.50 eV in the 30◦ bent situation. Although,
naturally, this effect is non-negligible, it is symmetric around the unbent (0◦) situation
and cannot account for the different behavior of upward and downward bending.
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Figure 4.10: Evolution of ∆Φ (closed boxes), ∆EMol (open circles), and ∆EBond (open
triangles) as function of the rotation of the CH2F substitutent of FMV0
adsorbed 5Å above an Au(111) surface. The connecting lines are b-spline
interpolations and intended as guide to the eye

FMV0

Although unlike bending in F4TCNQ, the rotation of the fluormethyl group does not
significantly affect the charge transfer distance to FMV0, it is necessary to rule out the
possibility that Pauli pushback holds responsible for the observed variations. Therefore
a second set of data was created with an adsorption distance of 5Å, where the overlap of
the metal and molecule wave function de facto vanishes. The obtained results are shown
in Figure 4.10 and are in perfect agreement with the calculations shown in the main text.

To study the magnitude of the impact of CH2F -rotation on the π-levels of FMV0,
the IP was calculated for different rotation angles. We find that between 0◦ and 90◦,
the IP changes from 5.13eV for 0◦ to 5.48eV in the 90◦ rotated situation.
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Substituted terphenyl SAMs

In the main text it is claimed that attaching terphenyl SAMs to the Au(111) surface
via -O or -Te group has an significant impact on the work-function modification. Figure
4.11 shows the obtained results for the thiolate-bonded geometry (as in ref [43]). As these
results have been obtained without reoptimizing the geometry to avoid interference from
geometry-related effects, they cannot be taken as fully quantitative. Nevertheless, they
clearly show that in the absence of pinning the nature of the docking atom has a huge
impact on ∆Φ in sharp contrast to the pinned case shown in the manuscript.

Figure 4.11: Work-function modification for 4’-substituted terphenyl at constant geom-
etry.
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4.3 Work-function modification tuning by N,N’-dialkylation of
doubly reduced viologen monolayers

4.3.1 Preface

In this section, the general principles derived in the last section will be tested. To
that aim, the effect of systematic modification of the molecule HV0 is studied. By
introducing electron rich, bulky groups on the periphery of the organic compound, the
adsorption geometry is altered, and consequently, also the work-function will be im-
pacted. For two of the molecules shown in this section, HV0 and MV0, results have
already been presented in earlier parts of this thesis. For this work, all geometries have
been reoptimized using internal coordinates. These are inherently better suited to de-
scribe molecular systems, and therefore helpful when comparing such similar molecules.
It should be emphasized, however, that the conclusions drawn in sections 3.1 and 3.2
are not affected by the minor changes resulting from the geometry reoptimization.

The data and interpretation shown hereafter are a reproduction of a manuscript cur-
rently in preparation for publication, which has been adopted with only minor edits.
Credit for the optimization in internal coordinates goes to Ferdinand Rissner, who set
up the optimizer tool gadget and researched the best input parameters to describe these
kind of systems. Bonding analysis with molecular orbtial density of states (MODOS)
and crystal orbtial overlap population (COOP) has been done by Gerold Rangger. Cal-
culations in VASP and G03 have been performed by myself. The results were interpreted
in multiple discussion between Ferdinand Rissner, Gerold Rangger, Egbert Zojer, and
myself.

4.3.2 Abstract

In organic electronics, (pre)covering a metal surface with an organic layer has become
an important way to tune the effective work-function and thus improve charge-carrier
injection barriers. In this work, density functional theory is used to study the influence
of alkyl substitution on doubly reduced viologen, a potent electron injection layer. First,
the impact on the adsorption geometry is studied. Thereby, it is found that the side-
groups have a two-fold effect: on one hand, the distance between metal and monolayer
is increased, and on the other, the bending of the molecule upon adsorption is reversed.
In a second step, the mechanism of the charge-transfer between metal and organic is
investigated. It is found that in all cases, the pre-dominant process is electron donation
from the HOMO to the metal, with only little backdonation into the virtual states of
the molecules. Using the crystal overlap population and an extrapolation scheme, the
relative contributions of covalent and ionic binding to the total binding energy are esti-
mated. Finally, the impact of alkylation on the effective work-function of the combined
systems is discussed. Surprisingly large differences are found, which are rationalized by
the changes in the adsorption geometry.
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4.3.3 Introduction

In the past years, interfaces between conjugated organic molecules and metal surfaces
have drawn a lot of interest due to their potential in organic (opto)electronic devices[11].
By suitable choice of the deposited molecules, the effective work function of the electrode,
Φ’, and hence the charge injection barrier into subsequently deposited (electo)active ma-
terial, can be optimized[10]. A promising way to tune Φ’ is the employment of strong
electron donors or acceptors. Monolayers of these types of molecules undergo charge
transfer reactions with the substrate[23, 24, 123, 202, 240, 241], and it has been demonstrated
experimentally that they can influence Φ’ of the underlying metal by several eV. For
Au, e.g., work-functions modifications between -2.2eV[123] and +0.4eV[144] have been
reported. In order to systematically develop molecular candidates for yet larger work-
function modifications, it is important to study structure-to-property relationships of
such interfaces. So far, most of those studies are concerned with the influence of differ-
ent metals on the same adsorbate. A highlight in this context is the electron acceptor
PTCDA (3,4,9,10 perylenetetracarboxylic dianhydride), which has been investigated on
at least 10 different metals[132, 179, 185, 190]. Although a quite large number of adsorbates
has been studied on coinage metals, the subtle differences in packing density and mo-
tif and the differences in the metal-molecule interaction often obscure the formulation
of fundamental structure-to-property relationships. To improve the understanding of
organic/inorganic charge transfer interfaces, we perform density functional theory cal-
culations on a set of structurally very similar systems. We focus on the class of doubly
reduced viologens, see Figure 4.12. The aromatic nitrogen atoms at the periphery of
the molecule provide defined anchors for a systematic variation of the molecule. A
large number of N,N’-disubstituted derivates are known and commercially available in
their oxidized form. Doubly reduced viologens belong to the strongest electron donors
in organic chemistry[169]. Their gas phase ionization potentials are found to be below
the work-function of Au(111), qualifying them as ideal candidates for charge-transfer
reactions with coinage metal surfaces. Recently, DFT calculations showed that upon
adsorption on Au(111), a monolayer of doubly reduced viologen (HV0, see Figure 4.12)
can induce a work-function modification, ∆Φ, of more than -1.8 eV[37]. HV0 treated
Au(111) surfaces therefore exhibit the work-function of pristine Mg, making it suitable
for application as anode of an electronic device. Later, a combined theoretical and ex-
perimental study showed that a derivative of this molecule, MV0, reduces Φ’ of Au(111)
by 2.2 eV[123], proving that such extreme work-function modifications can actually be
found in real world. The good agreement between experiment and theory also demon-
strates that DFT is well suited to study these kind of systems.

In this work, we use density functional theory calculations to systematically investi-
gate the effect of N,N’-dialkylation of doubly reduced viologen on the adsorption geome-
try, the bonding chemistry, the interaction energy, and the induced work-function mod-
ification on Au(111). Here, gold has been chosen because of its abundance as electrode
material in organic electronics, as well as for its high work function. In particular, three
organic molecules are considered: unsubstituted viologen (HV0), N,N’-dimethylviologen
(MV0), and N,N’-tert-butyl-[4,4’]Bipyridinylidene (tButV0), see Figure 4.12. In the ab-
breviations, the zero indicates the neutral, i.e. doubly reduced form of the molecules.
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Figure 4.12: Chemical structure of the investigated molecules HV0 (top), MV0 (middle),
and tButV0 (bottom).

For the sake of simplicity the molecules will be generally referred to as “viologenes”.

4.3.4 Computational details and methodology

Because the employed methodology deviates somewhat from the default proceeding dis-
cussed in section 2.2, all details are re-iterated here.

All systems were calculated employing periodic boundary conditions (PBC) using
the VASP[51–53] code and the GGA-type exchange-correlation functional PW91. All
systems were calculated with a single molecule in a 5× 3

√
3 surface (picture shown in

the supporting information) unit cell using a set of 3× 3× 1 k-points on a Morkhorst-
Pack grid[57]. The valence-core interaction was modeled by the projector-augmented
wave method[55, 56] allowing for the very low cutoff energy of 20 Ryd for the plane-wave
basis set. Using plane waves also allows reporting basis set superposition free adsorp-
tion energies. The density of states (DOS) was smeared out according to the first-order
Methfessel-Paxton[58] scheme using a broadening of 0.2 eV. For the optimization of the
geometries, the external optimizer GADGET[239] was employed. GADGET uses an
efficient optimization strategy and non-redundant internal coordinates[239]. Reciprocal
power coordinates are employed to describe the distance between the monolayer and the
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substrate, which is was found to be most efficient for weakly interacting subsystems[242].
The metal was represented by a slab of 5 layers. During the geometry optimization,
the top two layers were allowed to relax while the bottom three layers were kept fixed
at their bulk position. In the direction perpendicular to the surface, at least 20Å of
vacuum were inserted to separate the slabs, preventing mutual interaction. To avoid
spurious electric fields an artificial dipole layer was inserted in the vacuum region to
compensate for the non-zero net dipole moment at the interface. Optimizations were
performed until each remaining force component was smaller than 0.01eV/Å.

The orbital-based analysis (MODOS and COOP, vide infra) was performed with the
PBC-code SIESTA 2.0[243] software, employing the PBE functional and the double zeta
polarized (DZP) basis set using the optimized VASP-geometries as input. It was shown
that double zeta basis sets are a suitable compromise between accuracy and computa-
tional demand[244]. Despite the different methodology, the obtained densities of states
differ only negligibly between VASP and SIESTA[63].

The similarity of the three molecules allows coping with several intrinsic problems of
DFT, which would otherwise prevent a reliable comparison. Perhaps the best known
among these is the “band gap problem”, i.e. the fact that attribution meaning to the or-
bital energies, in particular those of the highest occupied molecular orbital (HOMO) and
lowest unoccupied molecular orbital (LUMO), it not trivial[111]. This issue is closely re-
lated to two infamous problems of DFT, namely the lack of derivative discontinuity[111, 245],
and the self-interaction error[112, 246, 247]. Because the latter strongly depends on the
localization of the orbitals[248],it is important to note that the alkylation hardly affects
the shape of the π-orbitals involved in the charge transfer. Hence, this error can be
assumed to be roughly constant for HV0, MV0, and tButV0.

Another problem concerning the orbital energies is encountered for the adsorption
of the monolayer on the metal. Due to the lack of long-range correlation in DFT the
polarization response of the metal is inadequately captured[35]. This effect depends on
the distance between metal and molecule. Scanning tunneling spectroscopy measure-
ments of pentacene, which was electronically decoupled and lifted off a Cu(111) surface
by NaCl-layers, show that the HOMO-LUMO gap changes from 3.3eV to 4.1eV when
going from 1 to 2 layers NaCl[226]. Since HOMO and LUMO are equally affected the
gap reduction of 0.9 eV corresponds to a 0.45eV shift of the respective orbitals, for a
change in the adsorption distance of ca. 2.8Å[249]. Here, the differences in the adsorp-
tion distance is much smaller for the molecules discussed (ca. 0.5Å, vide infra), and we
therefore assume the error in the HOMO energy to be similar enough to allow a com-
parison between the systems. It should be emphasized here that ∆SCF calculations
(i.e., direct comparison of the energies of the neutral and the charged molecules) at the
B3LYP/6-31+G* level performed with Gaussian03[71] predict the vertical ionization po-
tential of all three viologenes to be lower than the work-function of pristine Au(111)
(HV0: 5.10eV, MV0: 4.92eV, tButV0: 4.65eV). This furthermore reassures that the
calculated charge transfer is not only an artifact due to the incorrect description of the
DFT-HOMO energy.
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A third problem in current density functionals is the inadequate treatment of van-
der-Waals forces in this kind of interfaces[110]. For organic molecules adsorbed on metal
surfaces these are important contributions to the binding energy and hence the adsorp-
tion geometry[96]. Although recently significant progress has been made in this field
(among others, see e.g., [107, 109, 250]), the resulting functionals and/or parameters are
still under heavy development and evaluation. As a result they are not commonly
available in commercial DFT-software packages. One of the reasons (neutral) viologens
were chosen in this work is their strong charge transfer character with the underlying
metal. Compared to other systems, such as e.g. PTCDA on Ag(111) the influence of
van-der-Waals forces in the total energetic picture is thus mitigated. Once again we
rely on the similar size of the three investigated molecules to assume that this error
cancels out in the comparison. Graphics of the molecular geometries were produced
with XCrysden[161].

The first monolayer of conjugated organic molecules adsorbed on reactive metals typ-
ically adopts a face-on geometry, i.e. with its π-system parallel to the surface[251]. In
analogy to earlier work[37], we assume this also to be the case for the viologens. This
assumption is corroborated by STM experiments on Cu(111), where HV in its doubly
oxidized form was found to adsorb face-on [252]. In the same study, also the radical
cation species of HV was shown to adsorb with the long molecular axis parallel to the
surface, albeit with a somewhat tilted short molecular axis[252]. Similar structures have
been reported for diaryl-substituted viologen derivates[253].

4.3.5 Adsorption geometries and energies

To allow for a comparative discussion of the adsorption geometries, well-defined pa-
rameters for their description must be introduced. Intuitively, an important measure
will be the adsorption distance between metal and monolayer, which we rigorously de-
fine as difference between the z-coordinate of the topmost metal layer and the average
z-coordinate of the 4,4’-bipyridine backbone. Moreover, it has often been observed the-
oretically and experimentally that the formally planar molecules bend upon interaction
with the metal[24, 132]. Typically, this is attributed to the balance of Pauli repulsion
between metal and monolayer on the one hand, and attraction due to formation of
(covalent or charge-transfer driven) bonds on the other. Here, the bending is quantified
by the lateral distance (along the surface normal) between the central 4,4’-bond and
the nitrogen atoms. We note that during the geometry optimization no tilting of the
short molecular axis was found for any system under investigation, likely because at
such low coverage the intermolecular interactions are too weak to promote π-stacking
of the molecules.

The effect of attaching alkyl subsitutents to the bipyridine backbone is twofold. On
the one side, methyl and tert-butyl are electron rich substituents. Therefore, they in-
crease the electron donor character of the molecule (vide supra), and a stronger Coulomb
attraction between substrate and the molecular backbone can be expected. On the other
hand, the volume of the substitutents increases, and increased steric (i.e., Pauli) repul-
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Figure 4.13: Side view of the optimized adsorption geometry of HV0 (left), MV0 (mid-
dle), and tButV0 (right).

sion between them and the underlying metal arises. Consequently, alkyl substitution
has diametral different effects on the inner part of the molecule - which are drawn closer
to the surface - and the peripheral parts, which are repelled. The results for the fully
optimized geometries of HV0, MV0 and tButV0 are visualized in Figure 4.13.

For HV0 , the central atoms are found at 3.67Å, while the nitrogen atoms, being
located at the periphery of the backbone, are at 3.41Å above the surface. Thus an
adsorption distance of 3.48Å and a pronounced downward bending of 0.26Å is observed.
In MV0, the distance between metal and nitrogen atoms is increased to 3.57Å. Simul-
taneously, the stronger charge transfer character draws the backbone closer until the
central atoms are located 3.56Å above the metal. As a net result, the substituent in-
creases the adsorption distance only slightly to 3.56Å. In contrast to HV0, however,
MV0 remains almost perfectly planar. Extending the series to the even more bulky
and electron-rich tButV0, a pronounced upward bending of the substituents is found,
placing the nitrogen atoms 4.00Å above the topmost metal layer. Obviously, the steric
repulsion significantly outweighs the increased Coulomb interaction between metal and
adsorbate and despite the bending being a very flexible degree of freedom (with a Gaus-
sian03 B3LYP/6-31+G* calculation, the related out-of-plane bending frequencies in gas
phase are found below 200cm−1), the backbone of tButV0 cannot bend sufficiently to
accommodate yet closer central carbon atoms, which are found 3.75Å above the top-
most metal layer. As net effect, the adsorption distance between metal and molecular
layer increases to 3.95Å. A summary of the adsorption distances and bends is given in
Table 4.1, a graphical representation can be found in Figure 4.13.

4.3.6 Interaction energy

Changes in the adsorption geometry significantly impact the interaction energy between
substrate and monolayer. In particular larger distances between reaction partners typi-
cally indicate a weaker bond[185]. Here, in contrast we find the total interaction energy
(without dispersion contributions) to increase with increasing adsorption distance, from
-1.41eV for HV0 to -1.50eV for MV0 to -1.51eV for tButV0. Note that we define the
interaction energy, ∆Eint, as the difference of the total energy of the combined sys-
tem, Ecombined, and the energies of the molecular monolayer in its adsorbed geometry,
E∗monolayer, and the reconstructed slab, E∗slab.

∆Eint = Ecombined − (E∗monolayer + E∗slab (4.5)
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The asterisk in the above equation emphasizes that the coordinates of the monolayer
and the slab in the geometry of the combined system is used, rather than the energy
of the fully optimized geometry of the isolated components. Therefore, the obtained
interaction energy only includes effects from electronic interaction and differs from the
true binding energy due to neglecting the energy needed to bring the subsystems from
their isolated equilibrium geometries into their adsorbed conformation, as well as the
monolayer formation energy. For the sake of completeness, we report the reconstruc-
tion energies along with the binding energies in Table 4.2. Since a hypothetical packing
motif was chosen, we refrain from calculating the monolayer formation energy, which,
however, can contribute significantly to the total binding energy[99]. Of course it is a
priori unclear whether the increase in interaction energy is governed mainly by covalent
interactions or by enhanced charge transfer.

To find out whether the covalent interaction improved by alkyl substitution, we em-
ploy Hoffmann‘s COOP (Crystal orbital overlap population) formalism[254, 255]. This
methodology partitions the density of states into bonding and antibonding contributions
according to

COOPx,y(E) =
∑

m∈X,n∈Y,i,k
c∗imkcilkSmlkδ(E − εik) (4.6)

Here, c denotes the atomic orbital coefficients. m and l represent the atomic orbital
functions located on atom X and Y. S is the overlap matrix, and εik are the eigenvalues
of the corresponding orbitals.

Summing over all atomic orbital functions of X and Y one obtains the COOP between
those two atoms, i.e. their bonding and antibonding contributions resolved on the en-
ergy scale. Integration of the COOP up to the Fermi energy yields the total overlap
population (ToP), which is a measure for the bond-order and hence the covalent bond
strength between two atoms [255]. Partitioning the system so that set X contains all
metal and set Y all molecular atoms, the strength of the electronic interaction between
metal and molecule can be estimated[254]. For HV0, MV0 and tButV0 an increasing
ToP is found (0.105, 0.136, and 0.143, respectively). All these values are very small,

Table 4.1: Adsorption distance d, bending, gas phase HOMO orbital energy εHOMO,
Mulliken charge Q, induced work-function modification ∆Φ, vacuum level
shift induced by bond dipole ∆EBond, and vacuum level shift induced by
bending ∆EV ac, for a monolayer of HV0, MV0, and tButV0 adsorbed on
Au(111). For definition of the quantities, see text.

HV0 MV0 tButV0

d (Å) 3.48 3.56 3.95

bending (Å) 0.26 -0.01 -0.25
Q (-e) 0.58 0.63 0.65
∆Φ (eV) 1.18 1.41 -1.73
∆EBond -1.39 -1.45 -1.60
∆EV ac 0.19 0.03 -0.13

149



4 Structure-to-Property Relationships

indicating that covalent bonding is not the main reason for the large bonding energy.
(For comparison, the ToP of a typical, covalently bound self-assembled monolayer lies
in the order of 0.161). Nonetheless it is interesting to note that the ToP is larger for
the molecules being farther away from the surface; this is in direct contradiction to
the usual behavior of a covalent bond, which becomes stronger as the bonding partners
approach. Rather, this trend can be traced back to a reduction of repulsive interaction
between the molecular electron cloud and the metal electrons. In order to get infor-
mation about the mechanism and magnitude of charge transfer, the molecular orbital
density of states (MODOS[63, 256]) were calculated . Thereby, the electron density of
the combined system is projected onto the molecular orbitals of the isolated monolayer
to derive their nominal occupation. From Figure 4.14, where the results are depicted
for the three title molecules, it can be seen that the vast majority of the charge transfer
stems from the HOMO of the monolayer, which remains filled to ≈62% for HV0 and
≈54% for MV0 and tButV0. Besides the charge donation from the HOMO, a very
slight back-donation is observed for LUMO+3 and LUMO+4 in all cases, corroborating
the role of these orbitals for the bonding process. Summing over the occupation of all
orbitals yield Mulliken type charges of 0.58, 0.63, and 0.65 for HV0, MV0, and tButV0,
respectively. Although the increase of the transferred charge is in fair agreement with
the increasing electron donor character of this series, the small difference between MV0
and tButV0 is at first glance somewhat surprising, but will be explained in the next
section.

Although the increase of the transferred charge is in fair agreement with the increasing
electron donor character of this series, the small difference between MV0 and tButV0 is
at first glance somewhat surprising, but will be explained in the next section. Unfortu-
nately, the contribution of the ionic contribution (i.e., the coulomb interaction) to the
binding energy cannot be calculated directly, since the coulomb term in the Hamilto-
nian is burdened with the self-interaction error. W e have therefore chosen to pursue an
indirect approach: The viologens in their optimized geometry were taken and artificially
set to adsorption distances between 5Å and 10Å and the interaction energy between
the monolayer and the metal was calculated. At such large distances there is virtu-
ally no overlap between the wave-functions of molecule and metal (the ToP becomes
zero), and hence the contribution from the covalent interaction is this case is zero. How-

Table 4.2: Interaction energy ∆Eint, given by the difference of the total energy of the
combined system minus the energies of slab and monolayer in their final, i.e.
adsorbed geometries. E∗slab and E∗monolayer denote the reconstruction energy
of slab and monolayer, respectively, calculated by the difference of the total
energy of the isolated slab (monolayer) in its final and its fully optimized
geometry. Negative signs indicate a binding interaction.

HV0 MV0 tButV0

∆Eint (eV) -1.41 -1.50 -1.51
E∗

slab (eV) 0.02 0.03 0.10
E∗

monolayer 0.17 0.16 0.19
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Figure 4.14: Molecular Orbital occupation derived from molecular orbital density of
states (MODOS) for HV0 (black squares), MV0 (dark gray triangles), and
tButV0 (light gray circles). Filled symbols correspond to orbitals occupied
in the ground state, open symbols denote virtual orbitals.

ever, since DFT is an equilibrium method, charge transfer is still predicted (although
it would not occur at laboratory timescale anymore). Also, in DFT the HOMO energy
is not influenced by screening in the proximity of the metal[35], and hence the energy
gained by transfer of a given fraction of charge is independent of the adsorption distance.

In Figure 4.15, the interaction energies for these hypothetical systems are shown.
Extrapolating the interaction energies to the actual, optimized adsorption distances we
report Coulomb contributions of -1.49eV (HV0), -1.61eV (MV0), and -1.65eV (tButV0).
These values are even somewhat larger than the actual interaction energies, which are
the sum of coulomb, covalent, and Pauli repulsion contributions. In this context, it
must be mentioned that the extrapolation is of course subject to the assumption that
the changes in the charge density monitored for large distance are representative for the
charge rearrangements at the correct adsorption distance. There are indications that
this is indeed that case (shown in the supporting information), although of course in
general it cannot be completely ruled out that the emergence of a covalent bond dis-
torts the electrons in a completely electron distribution which renders the extrapolation
meaningless. From comparison of the extrapolated values with the actually calculation
interaction energies, it can be concluded that the overlap of the wave-functions (encom-
passing both covalent binding and Pauli repulsion) is energetically slightly unfavorable
(ca. 0.1eV) in all cases, confirming the finding that the metal-monolayer bond is mainly
due to Coulomb interaction rather than due to formation of a “true”covalent bond.
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Figure 4.15: Interaction energy Eint between Au and a monolayer of HV0 (boxes), MV0
(circles) and tButV0 (triangles). The gray symbols show the data points
which were taken for the extrapolation of the Coulomb energy (gray lines).
Black symbols show the interaction energies at closer distances. Open
symbols correspond to the interaction energy at the optimized adsorption
height.

4.3.7 Work-function modifications

In molecular monolayers undergoing charge-transfer reactions with the underlying metal
substrate, work-function pinning is observed, i.e., the apparent work-function Φ’, mea-
sured for the combined system is independent of the metal work function[29, 44, 132, 193, 232, 233].
In the simplified case of vanishingly small interaction, Φ’ is equal to the negative orbital
energy, -ε[38], illustrated in Figure 4.16. Interestingly, here the DFT calculations show,
however, that the orbital which is pinned to the Fermi level is not equal to ε in the free
molecule in gas phase, but is shifted to an energy relative to the vacuum level above the
surface. This effective orbital energy, which corresponds to a change of the ionization
potential of the molecule, will be termed εHOMO,eff hereafter. For the investigated
molecules, the DFT calculations for the combined systems show that the modified work
function Φ’, resulting from adsorption of the monolayers, changes from 5.22 eV for pris-
tine gold to Φ’ = 4.04eV for HV0, 3.81 eV for MV0, and 3.49 eV for tButV0. These
values are about 0.6-0.9eV larger than the HOMO energies of the respective molecules
(cf. Table 4.3, indicating that the strong interaction between viologens and gold signif-
icantly mitigates the work-function modification. Surprisingly, though, the difference
between the calculated Φ’ and εHOMO,eff decreases with increasing interaction strength.

This mitigating effect of the interaction can be explained by a change the energy
εHOMO to an effective energy εHOMO,eff due to the interaction. There are two main
effects influencing εHOMO,eff , both of which are strongly dependent on the adsorption
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geometry. The effects are (i) charging and (ii) bending. The former describes the
fact that an already charged (sub)system, such as the molecular monolayer, resists
further charging by virtue of Coulomb repulsion. Energetically, this is reflected as a
decrease of the HOMO energy upon charge transfer with the metal, which has also
been demonstrated experimentally[39]. Since Φ’ = -εHOMO,eff , a decrease in HOMO
energy results in a larger Φ’. Naturally, the amount of charge transfer increases with
increasing electron donor strength, as also shown in the previous section. However, the
adsorption distance between the reaction partners also plays a decisive role, as will be
rationalized in the following. In the case of Fermi-level pinning, EF and εHOMO,eff

align by definition, see Figure 4.16a. This is realized by the formation of a sheet of
dipoles in the region between metal and monolayer, which induces a potential shift[10]:

∆ΦCT =
µCT
ε0A

(4.7)

Here, ∆ΦCT denotes the potential shift, µ the dipole moment in the unit cell, A the
size of the surface unit cell, and ε0 is the vacuum dielectric constant. As illustrated
by Figure 4.16a, ∆Φ is given as the difference between EF and εHOMO,eff . If we
assumed that the HOMO energy did not change by metal/molecule interaction, this
value would be constant independent of the adsorption geometry. As a consequence,
the right hand side of eq. 4.7 - specifically, µ - must also remain constant upon change
of geometry. If µ is imagined as point dipole, this means that the amount of charge
transfer must decrease with increasing adsorption distance. By this argument it can be
understood why the amount of charge donated from MV0 and tButV0 is similar despite
their different electron donor character: although the difference between εHOMO and
EF is larger for tButV0, it is also further away from the surface, and less charge is
required to induce the dipole necessary to achieve Fermi-level alignment. This trend
is of course also true when the molecular levels are shifted by a charging energy. A
larger adsorption distance implies a smaller charging energy, which in turn results in a
energetically higher εHOMO,eff and thus a smaller Φ’. To demonstrate the magnitude
of this effect, Figure 4.17 shows the evolution of Φ’ for the adsorption of a (hypothetical
planar) HV0 layer on Au(111) at different hypothetical adsorption distances. Between
3Å and 5Å, a range of more than 0.4eV is covered, showing the importance of this effect.

The adsorption induced geometry changes have a twofold impact on εHOMO,eff . Nat-

Table 4.3: Highest occupied molecular orbital (HOMO) energy of the monolayer in its
fully relaxed geometry, εHOMO, change in the HOMO energy due to bending,
∆εBending, and change in the HOMO energy by charging, ∆εCharging. All
values are given w.r.t. to vacuum level above the surface.

HV0 MV0 tButV0

εHOMO (eV) -3.18 -3.09 -2.87
∆εBending (eV) +0.22 +0.28 +0.33
∆εCharging (eV) -1.07 -0.98 -0.96

∆Total (eV) -0.85 -0.70 -0.63
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Figure 4.16: Schematic of the level alignment before (left) and after (right) achiev-
ing thermodynamic equilibrium. (a) Monolayer intrinsic dipole moment
∆EV ac. (b) ∆EV ac of the monolayer is located outside the metal-monolayer
interface. (c) ∆EV ac of the monolayer is located between metal and mono-
layer.
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Figure 4.17: Evolution of the apparent work function, Φ’, with increasing adsorption
distance d of HV0 on Au(111). Line intended as guide to the eye.

urally, the bending distorts the conjugation of the molecular π-system, decreasing the
HOMO-LUMO gap. Also, the symmetry along the molecular plane is lost and a per-
manent molecular dipole moment is introduced perpendicular to the surface. Recently,
we have shown that the spatial position of the induced dipole moment is of crucial
importance for the effect on Φ’ (see section 4.2). Only if the dipole is located above the
molecule, εHOMO,eff is shifted with respect to the vacuum level above the system and
a direct influence on Φ’ can be observed, as shown in Figure 4.16b. In contrast, dipole
moments which are located between metal and molecule are of little impact. Since the
requirement that EF and εHOMO,eff align is always given, a dipole moment located
spatially between the corresponding charge densities in the metal (near EF ) and the
molecule (at εHOMO,eff ) must be compensated for by an accordingly modified charge
transfer, as shown in Figure 4.16c. Hence, Φ’ is affected only indirectly via the amount
of charge transfer need to achieve Fermi-level alignment, and hence via the charging
energy (vide supra). A more detailed explanation and proof of these processes is given
in section 4.2. In this context the question arises where, upon bending, the resulting
dipole moment is located. Naively one could assume that the dipole moment is simply
determined by the direction of the N-H bond.This, however, is not the whole truth.
Rather, the bending induces a rehybridisation of the N-H bond, which results in elec-
tron density on the opposite side of the backbone. (More information on this is given
in the supporting information). Hence, in the case of concave bending, the induced
potential step is located between metal and monolayer, while it is located outside in
the convex situation. A final, minor effect also that also impacts the HOMO energy
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of the monolayer is that upon the geometric distortions due to the adsorption, the π-
conjugation becomes perturbed, resulting in a smaller orbital gap.

To quantify the effects described in this section we have explicitly calculated the shift
of the HOMO energy due to charging, ∆εCharging, and the orbital shift upon bending,
∆εBending, for the title molecules. Note that the latter includes both the perturbation
of the π-system and the shift due to dipoles outside the metal-monolayer junction, since
it is unfortunately not possible to separate these two. ∆εBending has been calculated by
comparing the energy of the HOMO (relative to the vacuum level above the surface) of
the hypothetical, free standing monolayer in its fully optimized and its final geometries.
The results, shown in Table 4.3, reveal that bending in all cases improves the donor
strength of the molecules by increasing the HOMO energy by ≈0.2eV - 0.3eV. As
expected, the effect is most pronounced for the most strongly bent tButV0; in principle,
the effect of bending alone would also be stronger for HV0 than for MV0. However,
since for HV0 a dipole moment between the molecule and the vacuum level above the
surface is induced, part of the HOMO shift is masked by the corresponding increase
of the vacuum level. It should be noted that also for MV0, which remains virtually
planar, a significant increase of the HOMO energy is observed upon reconstruction. To
calculate the responsible charging energy, ∆εCharging, the HOMO energy of the free
standing monolayer in its final geometry was compared to the HOMO energy in the
adsorbed case. The results, also shown in Table 4.3, indicate that indeed the charging
energy is the main reason for the mitigating interaction between metal and molecule,
decreasing the HOMO energy by about 1eV. Surprisingly, however, it is found that the
charging energy is smaller for MV0 and tButV0 despite the larger charge transfer from
these molecules to the metal.

4.3.8 Conclusion

The influence of N,N’-disubstituting a monolayer of doubly reduced viologen adsorbed
on the (111) surface of Au with methyl and tert-butyl moieties was studied in terms of
the adsorption geometries, the bonding mechanism, the magnitude of charge transfer,
and the work-function modification. It is found that the adsorption distance increases
with MV0 < HV0 < tButV0. The bending is strongly influenced by the substituent,
changing from convex (HV0), over planar (MV0) to concave (tButV0). Despite the
longer bond between metal and molecule, the interaction strength increases with in-
creasing electron donor character (HV0<MV0<tButV0). Despite the changes in the
adsorption geometries and energies, the orbitals involved in the bonding process remain
the same. Electron transfer is observed almost exclusively from the HOMO orbital
of the monolayer to the metal. All three molecules are found to strongly reduce the
work-function of the substrate. Nonetheless, it was found that the simple relation Φ’
= -εHOMO does not even approximately hold for these strongly interacting molecules,
since charging effects and molecular distortions upon adsorption strongly influence the
effective HOMO energy. Alkyl-substitution has a strong effect on both the bending and
the charging energy. For the former, the work-function reducing effects is improved,
while the work-function increasing effect of the latter is reduced. Together with its
general electron-pushing effect, it can be concluded that alkyl substitution is a powerful
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tool to improve the work-function modification induced by viologen monolayers.

4.3.9 Supporting Information

Unit Cell Used

To get a better conception about the shape of the viologen monolayers, the unit cell is
shown exemplarily for MV0 in Figure 4.18

Figure 4.18: Unit cell used for the calculations, exemplarily shown for MV0. The unit
cell was reproduced 3 times in x- and y-direction.

Charge-rearrangements at larger distances.

One of the prerequisites necessary to allow a meaningful extrapolation of the coulomb
energy from larger to smaller distances is that the shape of the charge-rearrangement do
not change significantly. To test this issue, in Figure 4.19 the plane-integrated charge
rearrangements, ∆ρ, of HV0 on Au(111) are shown for different adsorption distances.
In analogy to the interaction energy, ∆ρ was obtained as

∆ρ = ρcombined − (ρ∗monolayer + ρ∗slab (4.8)

The asterisk denotes that the subsystems were calculated at their coordinates of the
combined systems, i.e., without further geometry optimization. It can be seen that in
all cases, the negative charge transferred to the metal is localized ca. 1.6Å above the
top metal row. The electron donation comes mainly from the π-system of the organic
compound, as evidenced by strong peaks above and below the molecular plane. Within
the plane, charge-rearrangements are very weak. Between 10Å and 3Å, a continuous
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increase of the amount of transferred charge is observed (manifesting itself my a larger
charges in the electron density), as well as continuous narrowing of the peaks.

Figure 4.19: Plane-integrated electron rearrangements for HV0 on Au(111). In the back-
ground, the top metal layer and the position of the monolayer is shown.
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4.4 A Semi-Classical Model for fast Estimation of the
Work-Function Modification Induced by Charge Transfer
Monolayers

4.4.1 Preface

During the IControl project, which was concerned with metal/organic interfaces be-
tween coinage metals and small molecular donors and acceptors, it was found that only
a very limited number of potential candidates could be investigated experimentally due
to the long time needed to synthesize and measure them. Unfortunately, the theoret-
ical calculations were also unable to provide guidance, since density functional theory
(DFT) calculations of molecules on surfaces require several months work, too, and hence
cannot be done in a timely manner. Consequently, the idea to find (semi-)empirical re-
lationships between molecular properties and the induced work-function modification
arose. First attempts by Benjamin Bröker and Norbert Koch to directly relate ionisa-
tion potential (IP) or electron affinity (EA)to experimentally determined ∆Φs did not
produce satisfying results. Therefore it was decided to use DFT to take a closer look
at each of process involved in the work-function modification, and to create a semi-
empirical model that could predict ∆Φs from the input of DFT gas phase calculations
(which can be performed on a timescale of hours). The quality of the results would
be measured on the work-function modifications that were determined experimentally
within the IControl project.

A lot of people were involved in development of this semi-empirical treatment. Ben-
jamin Bröker, Ralph-Peter Blum and Antje Vollmer performed ultraviolet photoelectron
spectroscopy (UPS) measurements on more than 30 metal/organic systems and kindly
provided me with the data prior to their publication. Most of the investigated molecules
were synthesized at the MPI Mainz by Ralph Rieger. Norbert Koch and Egbert Zojer
provided a lot of background knowledge on these kind of systems, the involved processes
and level alignment in general. The work could not have been done without many fruit-
ful discussions with Ferdinand Rissner, Gerold Rangger, and Georg Heimel. The role
of Georg Heimel needs to be particularly emphasized, as he pointed out the existence
of the polarization effect and the importance of the charging energy to me.
It goes without saying that this turned out to be more difficult than originally thought,
and the model could not be finished during the lifetime of the project. Nonetheless, it
is planned to publish the results in the near future. The following parts of this section
contain the manuscript in its current state.

4.4.2 Abstract

In this work, a conceptual model is presented which allows estimating the work-function
modification induced by adsorption of conjugated molecules on metal surfaces much
faster than periodic band-structure calculations. We report the possibility to obtain a
good estimate of molecule-induced metal surface work function changes using a image-
charge based model only based on the molecular ionization potentials (electron affinities)
and its footprint area, which can be obtained by gas phase calculations, thus reducing
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Figure 4.1: Chemical structure of the molecules used within this work. HV0:
1H,1’H-[4,4’]Bipyridinylidene, BEDT-TTF: 5,6,5’,6’-Tetrahydro-
[2,2’]bi[[1,3]dithiolo[4,5-b][1,4]dithiinylidene], F4TCNQ: 2-(4-
Dicyanomethylene-2,3,5,6-tetrafluoro-cyclohexa-2,5-dienylidene)-
malononitrile, HMT: 1,2-bi-(3,4,5-trimethoxyphenyl)ethen, MV0: 1,1’-
Dimethyl-1H,1’H-[4,4’]bipyridinylidene, PFP: Perfuorpentacene, HATCN:
1,4,5,8,9,12-Hexaaza-triphenylene-2,3,6,7,10,11-hexacarbonitrile, PTCDA:
3,4,9,10-perylene-tetracarboxylic-dianhydride, P4O: Pentacene-5,7,12,14-
tetraone, PQ: pentacene-6,13-dione, TNFCN: 2-(2,4,7-Trinitro-fluoren-9-
ylidene)-malononitrile, PYTON: Pyrene-4,5,9,10-tetraone

the required computational effort enormously. In order to establish the model, the
dominant processes occurring at the interface between metal and adsorbate are identified
and accounted for. Using band-structure DFT calculations with the proper boundary
conditions for a small training set of molecules on metal surfaces, each of these processes
is parameterized. To account for the strong interdependence of the processes, the set
of equations is then solved by a self-consistent algorithm. Application to a fairly large
test set consisting of eleven molecules of thee surfaces shows excellent agreement with
experiments; more than 80% of the systems are found within twice the experimental
error. The reasonable error and the increased time-efficiency will allow a rough and fast
testing of the effect of new molecules for their potential to optimize metal work function
values for either good electron or hole injection in organic electronic devices.
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4.4.3 Introduction

In modern (opto)electronic devices, the ability to control the interfacial electronic
structure between the metal electrodes and the active organic layer is of critical im-
portance. By tuning the electrode work function (Φ) and thus controlling charge
injection/extraction barriers, high efficiencies in solar cells[241, 257] or light emitting
devices[10, 258, 259] and increased currents in thin film transistors[10, 260] can be achieved.
Several methods have been proposed for this purpose. Cleaning and oxidation of Au via
ozone and ultraviolet radiation yields a considerable Φ increase [261–264]. Alternatively,
doping the organic electron injection layer with alkali or earth-alkali metals can reduce
its effective Φ significantly[13–18]. A more general method is pre-treatment of the elec-
trode with self-assembled monolayers bearing an intrinsic dipole[19–22], which can mod-
ify Φ in either direction. A more recently proposed method is to employ a molecular
(sub-)monolayer of particularly strong electron donors or acceptors[265], which undergo
a charge transfer reaction with the substrate. The such induced dipole moments have
been demonstrated to allow for hugework-function modification (∆Φ)[23, 257] larger than
-2.2 eV[123] for donors and up to +0.85 eV for acceptors[124]24 on high work function
electrode materials such as Au, Ag, and Cu.

A large number of such charge-transfer layers has been investigated both experimen-
tally and theoretically[23–26, 130, 266], and still the quest for ever more potent systems
continues. This is a rather slow process; for experimental studies, potential candidates
need to be synthesized and subsequently tested in devices, often taking several weeks.
Therefore, a pre-screening of potential molecules by means of computer simulations is
advantageous. Unfortunately, theoretical treatment of molecules on surfaces on the
DFT level or beyond is still very time-demanding. The situation therefore calls for
a (semi)empirical treatment that allows a fast and efficient estimate of the adsorption
induced work-function modification. Such a method necessarily has to build on the vast
knowledge about the fundamental mechanisms at work in chemisorbed systems[10, 12, 255]

that has been developed over the past decades and which unraveled the dominant effects
determining the electronic structure of such systems (vide infra).

The structure of this paper will be as follows: First, the currently most commonly
used computational models to calculate ∆Φ are briefly recapitulated. Then, a brief
round-up of the processes governing the interface energetic as understood by ourselves
will be given. The next section is concerned with the description of the empirical model
and the functional forms and parameters used to describe the different types of inter-
actions. The values of the parameters are then obtained from full band structure DFT
calculations for only a few test systems, the inert hydrocarbon benzene on Cu, Ag, and
Au. Then, the derived algorithm is successfully applied to a set of 31 (hitherto partly
unpublished) experiments, encompassing eleven molecules with varying donor / accep-
tor strengths on three different metal surfaces (Au(111), Ag(111) and Cu(111); for two
of the eleven molecules no experimental data on Cu(111) is available). The structure
of these molecules is shown in Figure 4.1.

After the summery, a detailed description of the method
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Figure 4.2: Schematic isodensity representation of the metal slab electron cloud for a hy-
pothetical monolayer of ethene 4.0Å, 3.5Å, 3.0Å and 2.5Å above a Au(111)
surface (left to right). The isodensity was obtained by subtracting the mono-
layer isodensity from the isodensity of the metal slab and plotting positive
values only.

4.4.4 Current models

The models currently prevalent in literature are described in more detail in section
ss:AlternativeModels and are omitted here for the sake of brevity.

4.4.5 Results and Discussion

I. Processes at the interface

The effects governing the level alignment between metal and conjugated donors and
acceptors (forming the charge transfer (CT) monolayer) are summarized in section 2.1.2
and not repeated here for the sake of brevity.

For the reader’s convenience, the processes occurring at the metal/organic interface
are discussed sequentially here, i.e., as if one happened after the other. It must be kept
in mind, however, that in reality all processes occur simultaneously and, thus, interfere
with each other.

II. Accounting for Pushback

The first task is to find a suitable parameterization for the pushback effect. Even
monolayers of atoms or molecules that do not undergo charge transfer processes, e.g.
noble gas atoms[32], alkanes[30], or benzene[267], strongly influence the work function
of the metal substrate. In the absence of strong charge transfer, this manifests itself
in reduced electron density between metal and monolayer, and increased electron den-
sity outside this region. It can be shown[50] that the electron rearrangement always
affects the metal more strongly. In figure 4.2, the electron density of the metal slab
is schematically drawn for a hypothetical monolayer of ethene on Au(111) located at
different distances from the surface. While at 4Å distance the electronic structure of the
metal remains mostly unperturbed, the electron density becomes “dented” upon further
approaching of the molecules.

Bagus et al.[50] have deduced from basic quantum physical principles that the dipole
induced by the pushback is to a good approximation given by

162



4 Structure-to-Property Relationships

µ ≈ 2zS (4.1)

with S being the overlap integral of the wave functions and d the distance between
the reaction partners. Since the electron density of orbitals decays exponentially, so
does the overlap between them, and hence S can be expressed as m*exp(-k/d), k being
the decay constant and m a normalizing factor. To a good approximation, the overlap
increases linearly with the area of the molecule. In analogy to the Helmholtz equation,
the induced change in the work function, ∆ΦPB, depends inversely on the size of the
unit cell, A. As the latter is itself a linear function of the molecular area for the densely
packed systems modeled below (see section VII), A can be neglected for the calculation
of the pushback induced shift in the electron potential. Absorbing the dielectric constant
ε0 and unit conversion factors of the Helmholtz equation and the overlap prefactor from
the exponential form of S into m, equation 4.1 can be rewritten as

∆ΦPB = d ·m · exp(−d
k

) (4.2)

In this equation, m and k are constants for each metal, governed by the spatial
extent of its electron cloud; typically, the pushback is assumed to be independent of
the detailed structure of the adsorbate[268]. Such an assumption appears reasonable,
since experimental values indicate that inert molecules all give similar work function
reductions[11].

In order to obtain values for the parameters k and m, the z-dependence of ∆ΦPB was
monitored calculated using band-structure DFT calculations for hypothetical mono-
layers of benzene on Au(111), Ag(111), and Cu(111). The coverage was chosen at 1
molecule per 45.3Åš, which is in good agreement with experimental results for benzene
on Au(111)[269]. Benzene is chosen for the parameterization here, as (i) it represents
a flat-lying, delocalized π-systems just like the systems we intend to describe here and
(ii) it has a large enough gap so that only a minute amount of charge transfer between
a benzene layer and the considered noble metals can be expected.

In Figure 4.3, the distance dependence of the push-back induced work-function mod-
ification for the three metals as calculated quantum-mechanically for the full system is
shown for d between 2.5Å and 3.9Å (i.e., the region of distances, where push-back is
particularly strong). The solid lines are fits according to eq. 4.2. The table next to
figure 4.3 lists the obtained fit-parameters.

III. Metal screening

The surface polarization response to the added charge, P, describes the ability of the
metal electrons to screen any charge above the surface. The coulomb interaction be-
tween the charge and the such induced mirror-charge in the metal affects the ionization
potential (electron affinity) of the adsorbate, reducing the gap between the levels. Ex-
perimentally, this effect has been verified by introducing NaCl spacer layers between
the metal and the adsorbate[225, 226]. For pentacene on Cu, a reduction of the gap by
at least 2 eV has been observed[226]. GW calculations confirmed for aromatic molecules
on grapheme a band-gap reduction of ca. 2-3 eV[35]. Unfortunately, P is apparently
not captured in the orbital energies computed by DFT[35]. (Actually, this turns out
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M (eV) k (Å) R2

Au -8.45907 0.54551 0.997
Ag -6.71891 0.5696 0.990
Cu -7.98883 0.57497 0.992

Figure 4.3: DFT calculated (symbols) and fitted (line) evolution of the work function
modification induced by pushback for a tightly packed monolayer of benzene
on Au (dark yellow), Ag (gray), and Cu (orange) (111) surfaces.

to be fortunate, as the band gap is underestimated in DFT anyways and hence these
errors partly cancel out). However, it has been demonstrated that P can be modeled
well using an image charge potential[36, 226, 249] of the type

P =
1

z − z0
(4.3)

Here, z0 denotes the position of the metal image plane. To obtain the image plane
position, we follow the method used in ref. [36], i.e., it is assumed that the image
potential and the exchange-correlation potential intersect at one point in space and
cross over smoothly, as shown in Figure 4.4 exemplarily for Au. Thus, we obtain image
planes of 1.0Å for Au(111), 0.7Å for Ag(111), and 1.0Å for Cu(111), which is in good
agreement with results reported in literature[36, 270].

IV. Broadening the orbitals into molecular density of states

The magnitude of the broadening is determined by a number of properties of the full
systems (i.e., the substrate and the adsorbate layer) including the amount of spatial
overlap of the electron clouds as well as by the relative energies of the states and the
orbital topologies. This forbids the explicit calculation of the magnitude and shape of
the broadening in a screening approach in which a quantum mechanical calculation of
the interacting system is to be avoided. Therefore, we chose an identical broadening for
all molecular bands on all substrates. It is given by

DOSεi =
2√
2πσ

exp

(
−E − εi√

2σ

)2

(4.4)

Here, DOS(ε) is the finite-width band derived from the orbital εi. This Gaussian
type of broadening was chosen as it allows fast integration; unless otherwise noted, σ
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Figure 4.4: Exchange-correlation potential (solid black line), and mirror image potential
(solid grey line) with an mirror plane located at z=1.0Å (dashed grey line).
The top metal layer was set to z=0Å.

was set to 0.1 eV equally for all orbitals. The factor of 2 ensures that total area of the
peak corresponds to two electrons. Within this scheme, the total transferred charge per
metal-molecule complex, ∆Q, is reasonably well described. It is given by integrating all
occupied states above and all unoccupied states below the Fermi- energy, respectively:
below the Fermi- energy, respectively:

∆Q =

∫ ∞
EF

DOSεi,occ +

∫ EF

−∞
DOSεi,virt (4.5)

By definition, negative charges indicate electron donation from the monolayer to
the metal, while positive values of ∆Q correspond to back-donation from the metal
to the molecule. We have carefully tested that neither the exact value of σ nor the
broadening scheme (Gaussian or Lorentian) have significant influence on the calculated
work function change.

One of the draw-backs of this simplistic approach is, however, that since all orbitals
are equally broadened, only one orbital (HOMO or LUMO) will participate in charge
transfer processes. Complex simultaneous charge forward and backward donation pro-
cesses are not described. An example is the adsorption of the strong acceptor F4TCNQ
on coinage metals[24, 124], where the net effect of the filling of the LUMO is partly
compensated by charge backward donation from nominally deep lying σ-orbitals (see
appendix). Nonetheless, the ∆Φ induced by these kind of systems is typically very well
described, cf. section IX.
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V. The charge-transfer dipole

For flat lying systems, a simple approximate description for the charge-transfer dipole,
µCT , can be devised. Rather than accounting for the as smeared-out, delocalized shift of
electron density, the charge transfer is described by localized point charges. Assuming
the electron donation to / from the molecule affects the π-system equally, the charge on
the molecule can be described as if it was located within the plane of the molecular π-
system. For the counter-charge on the metal it must be memorized that image-charges
are a not actual charges inside the metal, but a hypothetical concept to describe the
electric field outside the metal, while there is no field inside the metal. Therefore, we
assume that the counter charge on the metal resides on the mirror image plane, which
was derived in the previous chapter. For the dipole per metal-molecule complex this
yields:

µCT = ∆Q(d− z0) (4.6)

Note that from here on, we will use d as the distance between the monolayer and the
metal substrate, and z = (d− z0) as the charge transfer distance as defined above.

VI. Charging of the monolayer

When a system becomes charged, it will, among others by virtue of coulomb repulsion,
resist further charging. The charging energy U can be defined as the change of the
orbital energy with respect to the change in its occupation, i.e.

U =
δε

δn
(4.7)

In literature, models proposed to calculate U include artificially adding an small
amount of charge to the adsorbate and doing a full quantum-chemical calculation[39],
or estimating U from the difference of the gas phase DFT orbital energies and the
IP-EA gap[271]. Although the latter in principle provides a feasible pathway for the
semi-empirical approach presented here, we chose a slightly different approach. Strictly
speaking, IP and EA only yield information for occupation changes of an integer elec-
tron. In a less rigid concept, the orbital energies can also be understood as the energy
gain induced by removal (addition) of an infinitissmal electron, i.e. ∆E =

∫
εdQ .

Nonetheless, the condition IP =
∫ 1

0 εdQ must still be obeyed. If, as indicated in Figure
2.1a, HOMO = -IP in the uncharged molecule (i.e. ε(0) = −IP ), the solution to above
equation is to set ε(1) = 0. Several theoretical arguments indicate that the energy is a
piecewise linear function of the occupation[39], and therefore, for partial charge transfer,
the charging energy can be interpolated

U = (0− IP )∆Q (4.8)

U = (0− EA)∆Q (4.9)

for electron donors and electron acceptors, respectively.
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VII. Estimating the adsorption geometry

The last quantities to be determined are the surface area, A, occupied by each molecule
and the adsorption height d.

VII.1: The size of the unit cell Owing to the two-dimensional (i.e., planar) na-
ture of the investigated molecules, the footprint area can be estimated by calculating
the molecular volume of the isolated molecule. Here, the molecular volume is defined
as being encompassed in a contour of 0.001 electrons/Bohr3 density. To obtain the sur-
face area of a molecule, one needs to (i) divide the volume by the diameter of a single
carbon atom (given by the same volume calculation and assuming a spherical electron
distribution, h(C)=1.98Å); (ii) secondly, a scaling factor needs to be introduced as the
isodensity value of the volume calculation is too small to reflect densely packed layersII.
Because our simplistic approach overestimates the surface area per molecule by nearly
30%, we chose a value of 0.70, which yields reasonable agreement with experimental data
for densely packed monolayers of PTCDA, F4TCNQ, and HATCN (HATCN: 136Å2, ex-
perimental: 182±15Å2[191], F4TCNQ 101Å2, experimental 102±20Å2[272], and PTCDA
134Å2, experimental 124Å2[132]; molecular structures see Figure 4.1). The large devia-
tion for the HATCN molecules is due to its honey-comb-pattern, which is less tightly
packed than the striped phase of F4TCNQ or the herringbone of PTCDA. Admittedly,
the above approach provides only a rough estimate of the actual packing density. In
this context, it, however, needs to be stressed that such complications will arise in any
estimation of adsorbate-induced work-function changes unless experimental scanning
tunneling (STM) or low energy electron diffraction (LEED) data are available; this
is in particular also true for fully quantum-mechanical calculations of the combined
metal/adsorbate systems. There, the molecular packing density is usually determined
by an “educated guess”.

VII.2: The adsorption distance To provide an estimation of the adsorption dis-
tance it is necessary to compile an approximate potential well for the monolayer/metal
interaction. The adsorption height will correspond to the global minimum of this po-
tential well. There are three important factors governing the interplay between the
reactants: Pauli repulsion upon overlap of two closed shell species, the van-der-Waals
interaction, and the energy gained upon charge transfer.

The energy increase of a system due to Pauli repulsion stems from the same physical
origin as the pushback effect. It is a purely quantum-mechanical effect which has no
classical analogon. To parameterize it, the energy increase is taken from DFT calcula-
tions of the same hypothetical benzene monolayer as described in section II. The data
was fitted to an exponential function. The obtained energies and fits are shown in the
left part of 4.5.

Van der Waals (vdW) are not readily captured by standard DFT calculations, al-

II0.001 electron/Bohr3 is the hard-coded value for the Volume keyword in Gaussian03. Because
other contours can only be calculated by tinkering with the source code, it was chosen to scale the
result instead.
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Figure 4.5: Left: Pauli repulsion of a monolayer of benzene adsorbed at different hy-
pothetical adsorption distance on Au, Ag, And Cu. Right: Van der Waals
attraction of a monolayer of benzene adsorbed at different hypothetical ad-
sorption distance on Au, Ag, And Cu.

though significant progress has been made in this field recently [MRS-Review]. One
possibility to account for this effect is to use the DFT-D[108, 250, 273], which, put simpli-
fying, just adds a corresponding potential to the PBE value. Recalculating the benzene
monolayer from above using DFT-D, a significantly deep potential well obtained. By
comparison to the calculation without Grimme‘s addition, the van-der-Waals energy
can be extracted. Note that this is not a simple d−6 term, because of the damping
function included in the DFT-D approach and because benzene does not consist of one
type of atoms only. Assuming that benzene is a prototypical system, the van-der-Waals
energy distance dependence can be mapped onto a polynom, as shown in 4.5b. Since
both the Pauli repulsion and the van-der-Waals attraction increase with the number of
atoms which is itself directly connected to the molecular area, we scale the obtained
energies by a factor of A/Benzene, where A is the area of the molecule (see above), and
Benzene the area of benzene. The original DFT-D parameterization does not extend to
Au. Therefore, we used the recipe described in Ref. [108]. Details of these calculations,
as well as the obtained C6 and R0 parameter for Au(111), are reported in the supporting
information.

Finally, we turn to the energy gained upon charge transfer, ∆ΦCT . The energetic
for electron transfer in shown in Figure 4.6. The energy required to remove (or gained
upon addition of) an electron to the metal is given by its Fermi energy (EF ). For
the molecule, the analogous quantity is the orbital energy ε connected with IP or EA,
respectively. In the Shottky-Moll-limit, illustrated by Figure 4.6b, the energy gained
upon charge transfer is:

∆ECT = (EF − εi)∆Q (4.10)

.
However, in the course of charge transfer, the potential step between the metal and

molecule builds up, as indicated in Figure 4.6b. This potential ramp depends on the
amount of charge already transferred, and represents the energy gained by the charge
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Figure 4.6: Schematic representation of the energy gained during electron transfer from
the metal to the monolayer. To remove the electron from the metal, the work
function Φ must be applied. The electron then transverses along the poten-
tial between metal and monolayer, which varies between 0 in the Shottky-
Mott limit (a), and ∆Φ when some charge has already been transferred (b).
Finally, the electron affinity EA of the monolayer is gained.

moving through the “plate capacitor” that the 2D-periodic systems emulates. Eq. 4.10
has therefore be extended to

∆ECT = (EF − εi)∆Q+

∫ ∆Q

0
∆ΦdQ (4.11)

, where ∆Φ is obtained from the effects described in sections II-VI. Since ∆Q increases
with decreasing z, ∆ΦCT decreases monotonically with respect to the adsorption dis-
tance. As a consequence, stronger interaction between metal and molecule results in a
smaller separation between the subsystems.

Using the terms acquired for the Pauli repulsion, van der Waals attraction, the charge
transfer energy, a potential well can be constructed, whose global minimum is the ad-
sorption distance. To demonstrate the construction of such a potential well, Figure
4.7 shows exemplarily the contributions of Pushback, van der Waals, and charge trans-
fer for the system of PTCDA on Ag(111). To the best of our knowledge, the only
molecule which adsorption distance has been determined on all three coinage metals
is PTCDA[132]. Applying the method described here to this prototypical case, adsorp-
tion heights of 2.90Å, 2.84Å, and 2.73Å are obtained for Au, Ag, and Cu, respectively.
With an error of less 0.3Å, they compare fairly well to the experimental values of 3.27Å,
2.86Å, and 2.66Å[181, 186, 187]. Note, however, that the depth of the energy well is not
to be mistaken as adsorption or desorption energy, as besides others, the monolayer
formation energy (which as no impact on the adsorption distance) is not accounted
for. As an alternative to determine the adsorption distance we have also developed an
approach where z as function of ∆Q is fitted to the experimental results of PTCDA
(see supporting information).
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Figure 4.7: Determination of the adsorption height for PTCDA on Ag(111). The dashed
lines illustrate the contribution of Pauli repulsion (light grey), van der Waals
attraction (grey) and charge transfer (dark grey), which are summed up to
a total potential well (think solid black line). The molecule is assumed to
reside in the minimum, which in this case is found at 2.86Å.

VIII. Description of the algorithm

This section presents a short compendium of the employed algorithm, which is also
depicted in the flow-chart in Figure 4.8.

The first step is to calculate the input parameters for the simulation - orbital eigen-
values εi and the molecular area A - via a gas phase DFT calculation. In parallel,
adsorption height d and shift of orbital energies ∆ε are set to default values (d = dvdW ,
∆ε = 0) for the first cycle. Also, the metal surface is specified by means of its Fermi
energy EF .

The energy eigenvalues are broadened according to eq. 4.4 and the corresponding
charge transfer, ∆Q is calculated by integrating the obtained functions above and below
the Fermi level of the metal for occupied orbitals and for unoccupied orbitals, respec-
tively (eq. 4.5). Using this result, the work function change due to the induced dipole,
∆ΦCT , is calculated according to equation 2.1, along with the orbital energy shift due
to charging, U, and the change in orbital energy due to polarization, P which are given
by eqn. 4.9 and 4.3, respectively. In parallel, the work function change induced by
pushback, ∆ΦPB, is computed via equation 4.2.

In the next step, the three just calculated quantities are combined to give a new value
for ∆ε. If this value is not equal to the guess from the current cycle (within 0.01 eV),
than a new guess is made, and the second step is repeated until convergence is achieved.

Once stable values for ∆ε and thus ∆Q are found, the energy gained upon charge trans-

170



4 Structure-to-Property Relationships

Figure 4.8: Schematic flowchart of the algorithm used to determine the work function
modification.

fer is calculated using eq. 4.11. The same procedure is repeated for all metal-molecule
distances between 2.0Å and 3.5Å. Then, the potential well for energy vs. adsorption
distance is set up, and its minimum is determined. The work-function modification at
the energetic minimum is then calculated using eq. 2.3 and reported as result.

It should be emphasized at this point that despite the nested iterative loops, the algo-
rithm performs very fast. Once the input parameters are known, the complete testset
described in the next section is computed in less than 5 minutes on a normal desktop PC.
Considering the relatively crude parameterization of our model in sections II-VII relying
on a relatively small training set (F4TCNQ on Ag(111) and viologen on Au(111)) and
the conceptual shortcomings discussed above, the question arises, whether the present
approach has any predictive power. To answer that question, we have applied it to a
number of donor and acceptor molecules on the three coinage metal surfaces Au(111),
Ag(111), and Cu(111).

IX. Predicting Experiments

The chemical structures of the 11 molecules for which the above parameterization has
been tested are shown in Figure 4.1. They span a broad range from the particu-
larly strong acceptor F4TCNQ via less potent molecules to the strong work-function
reducing molecule MV0. The actual work function modification induced by a single
monolayer was probed by ultraviolet photoelectron spectroscopy on three different sub-
strates, Cu(111), Ag(111), and Au(111) apart from P4O and PQ on Cu(111) for which
no experiments have been performed. Experimental work-function modifications haven
been published before for F4TCNQ[24, 124] on all three metals, MV0 on Au(111)[123], and
PQ on Ag(111)[274]. For PTCDA, the data were taken from ref. [185]. Note, however,
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that for PTCDA on Ag(111), experimental values deviating by as much as 0.2 eV have
also been reported[182], which is due to how the experiments were conducted in detail.
Because PTCDA belongs to the molecules most thoroughly investigated, we, therefore,
assume the experimental error to be of the order of ±0.2eV. For the rest of the testset,
we are not aware of any data available in literature.

Figure 4.9 compares the work function modification obtained by the UPS experiment
(closed symbols) with the theoretical ones, calculated via the algorithm described above.
The input parameters for the simulations were obtained using DFT calculations as
described in the method

BEDT-TTF is a relatively strong donor with a gas phase ionisation potential (IP)
of 6.3eV; yet in the experiments a work-function change of only -0.4 eV is observed,
which is a significantly smaller reduction than what one would expect for systems in
which only push-back is observed, let alone for a charge-transfer monolayer. From
this discrepancy one has to conclude that this molecule upon adsorption on coinage
metal surfaces most likely does not adopt the idealized structure that was assumed for
our algorithm, i.e. a closed, flat lying charge-transfer monolayer without significant
covalent character. Either it undergoes a more complex reaction with the surface or
displays significant island growth. To further test this issue, single point DFT band-
structure calculations of BEDT-TTF adsorbed on Au(111) in a low packing regime, at
an adsorption heights of ca. 2.5 Å and 3.0Å were performed. Despite the use of a
grossly oversized unit cell, the ∆Φ-values obtained ( -0.90 and -0.75 eV, respectively)
are significantly more negative than observed experimentally.
The other system that is particularly poorly described is TNFCN on Au. Indeed, this
system appears to be a pathologically unfortunate case inasmuch as the experimental
values indicate that only pushback takes place, whereas the simulation does predict
weak but significant charge transfer. Apart from these three pathological systems, the
semi-empirical treatment proposed in this work performs extraordinarily well. Of the
remaining 28 systems, 20 systems are in full agreement with the measured value. The
mean average deviation between experiment and predicted value, given as

MAD =

∑
|∆Φexp −∆Φsim|

n
(4.12)

(with ∆Φexp being the experimental values, ∆Φsim being the simulation, and n being
the number of systems), is found to be 0.206 eV, which is over-all an excellent agreement
considering the exceedingly simple approach and can well compete with alternative,
much more involved approaches.
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Figure 4.9: Calculated work-function modification (open symbols), and experimental
work function modification (closed symbol) on Ag(111) (top, grey), Cu(111)
(middle, orange) and Au(111) (dark yellow, bottom). The small error bar
represents the estimated experimental error of 0.2 eV, the large error bar
corresponds to twice this value
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4.4.6 Conclusion

In this contribution, a model for the time-efficient prediction of work function modi-
fication induced by planar, conjugated organic molecules on top of metal surfaces is
presented. The input needed are only the metal Fermi energy, as well as the frontier
orbital energy and the molecular area. All molecular properties can be obtained using
gas phase calculations. As such, they are available much faster than work functions
explicitly calculated by band-structure DFT calculations. Nonetheless, employing the
treatment proposed in this works allows for a fairly accurate prediction of the adsorp-
tion induced work-function modification. Out of 31 measured systems, 28 (>90%) were
found within twice the experimental uncertainty, and 20 (i.e., almost two thirds) were
in full agreement with UPS measurements.

4.4.7 Methodology

For the sake of computational consistency, all band-structure DFT calculations were
performed using the periodic boundary condition code VASP[51–53, 56], employing the
PBE functional[54, 68] and a plane-wave basis set with a cutoff value of 20 Ryd. The
density of states was occupied using the Methfessel-Paxton[58] scheme (broadening 0.2
eV). The surface was simulated by a 5 layer metal slab, the adsorbate, and a sufficiently
large region of vacuum (>30Å) between the adsorbate and the next periodic replica
of the metal slab in z-direction. Artificial dipoles were included in the vacuum to
prevent polarization of the unit cell. Unless noted otherwise, all DFT band structure
calculations were performed in a 3 × 3

√
3 unit cell using a set 5x5x1 k-points. More

details on the computations and extensive testing of the method The isolated molecules
were calculated using the Gaussian03[71] package using the 6-31+G* basis set and the
B3LYP exchange-correlation functional as implemented. To obtain ionization potentials
(IP) and electron affinities (EA), the ∆SCF method has been employed, i.e. the total
energies of the neutral and the respective charged species have been calculated explicitly.
All moieties have been fully optimized, i.e. the obtained IPs and EAs are adiabatic
values.

UPS experiments were performed at the endstation SurICat (beamline PM4) at the
synchrotron light source BESSY II (Berlin, Germany) or at the FLIPPER II end-station
at HASYLAB (Hamburg, Germany). Additional UPS experiments were conducted
at Humboldt-Universität using HeI radiation. The secondary electron cutoff (SECO)
spectra were obtained with the samples negatively biased (usually -3 V to -10 V) in order
to clear the analyzer work function. All experimental setups consist of interconnected
sample preparation (base pressure < 5 × 10−9 mbar) and analysis (base pressure 1 ×
10−10 mbar) chambers, which enable sample transfer without breaking vacuum. Metal
single crystals were cleaned by repeated cycles of annealing (up to 550 řC) and Ar-ion
sputtering. Organic materials were sublimed from resistively heated Al2O3 crucibles or
tantalum pinhole sources. The mass-thickness of the organic layers was monitored with
a quartz crystal microbalance and all experiments were carried out at room temperature.
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4.4.8 APPENDIX: Limitations of the model

Not all physical effects which affect the work function modification by an adsorbate
are properly accounted for by the processes and parameters described above. In par-
ticular, geometrical distortions of the molecule due to the interaction with the metal,
i.e., bending, and chemical reactions (in the sense of bond dissociations, etc.) are not
considered.

The first effect, geometric distortions, is often assumed to be small[45]. Indeed, for
molecules which remain planar after adsorption, this is a good approximation. density
functional theory (DFT) calculations assuming that planarity is preserved for the test
molecule viologen adsorbed 4Å above a Au(111) surface show that despite the large
amount of charge transferred ( 0.6 electrons), the bond lengths of the molecule change
by less than 0.03Å. Consequently, also the change of the HOMO eigenvalue induced
by the geometric distortions is small, i.e., it shifts by 0.01 eV. Similarly small bond
length changes were reported for perylene-3,4,9,10-tetracarboxylic-3,4,9,10-dianhydride
(PTCDA) on Au(111)[45].

More severe changes of the energy levels are to be expected when the molecules
bends upon adsorption. Such bending is, indeed, observed theoretically as well as
experimentally[24, 191]. This out-of-plane bending always disturbs the conjugation of
the molecule, resulting in change of the orbital eigenvalues as well as inducing a dipole
moment perpendicular to the surface, which should also impact the work function ac-
cording to eq. 2.1. Fortunately, we were recently able to demonstrate that bending is
almost inconsequential for the work-function modification as long as the induced dipole
moments are located between metal and molecular π-system (cf. section 4.2). Naturally,
such “downward” bending is the most common type of strong geometrical distortion, be-
ing a result of the balance of repulsion of the π-system and attractive forces due to bond
formation of docking groups located at the periphery of the backbone. However, the
odd case of upward bending cannot be ruled out, and in such situations, the predicted
value will be in error by the work-function modification induced by corresponding dipole.

Chemical reactions, in contrast to the charge transfer processes, involve the breaking
of existing bonds and the formation of new ones. On coinage metals, such processes
occur, for example, upon adsorption of thiolate-bonded monolayers[21]. As bond for-
mation and breaking are quantum processes associated with severe rearrangements of
electrons changing the shape and positions of orbitals – and possible the arrangement
of atoms en gross – they cannot be captured by the present largely electrostatic model.
Consequently, the present model cannot be reliably applied to situations in which the
formation of strong localized metal-molecule bonds is to be expected.

A further shortcoming arises from the assumption that all orbitals broaden equally,
the treatment presented here is neither able nor intended to give the correct level align-
ment for systems with complex charge transfer mechanisms, such as simultaneous charge
transfer and back transfer. A classical example for this case is F4TCNQ on Cu(111). By
projecting the electron density onto molecular orbitals, a donation of 1.8 electrons has
been reported, accompanied by a back donation of ≈ 1.0 electrons[24], i.e. 0.8 electrons
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in total. Note that the respective orbitals for donation and back donation are spatially
located on different distances to the surface. In contrast, we find here a net charge of
just 0.3 electrons, which we ascribe partly to the different partition schemes. Note that
is unfortunately not possible the same definition for both systems, because in the bent
system no clear definition of d can be given.

Additionally, typically less significant effects aspects that are not considered involve
dynamical image screening[122, 275] or vibrational effects[276], as well as the impact of
finite temperature. In this context it should be mentioned that these effects also are
not captured by state-of-the art DFT calculations on the interacting metal/molecule
system as well, in spite of the considerably larger computational efforts.

4.4.9 Supporting Information

Generating the DFT-D parameters for Au

Note: This subsection differs somewhat from the paper manuscript, as more technical
information (employed keywords, analysis tools, routes that do not work) has been
added.

Generating the DFT-D Parameters for Au

The DFT-D formalism is an extension to any DFT-functional, which adds dispersion
forces by addition of pairwise potentials. Being a semi-empirical method, it relies on
two parameters which must be obtained for any atom present in the system. These
parameters are the C6 coefficient, which governs the strength of the interaction, and
the van-der-Waals radius R0. In the original work by Grimme[108], values for all atoms
up to Xe are given. Some of the systems of interest in this work, however, also include
the heavier species Au. It was therefore decided to generate an “own” set of values. All
calculations were performed using Turbomole 5.7[277]. All energies were converged to
10−9 Hartree. Additionally, the electron density was set converged to 10−7 au. Atomic
ionization potentials (IP) were obtained at the unrestricted PBE0/QZVP level as the
difference of the total energy between the neutral and the positively charged species.
The static polarizabiliy, α was obtained from the neutral species at the same level of
theory by performing an escf-calculation with the $polly-keyword set. According to
Grimme[108], C6 in Jnm−6mol−1 is then given by

C6 = 0.05N × IP × α (4.13)

Here, N is the number of the electrons of the noble gas atom in the same period. All
other values are given in atomic units. For the calculation of transition metals, a direct
calculation is not recommendable. Instead, for C6 the average of the preceding group
18 (VIII) and following group 13 (III) element is to be taken[108].

To obtain the van-der-Waals radius from ROHF/TZV calculations, the moloch script,
which is delivered along with the Turbomole-suite, was employed to generate a two-
dimensional electron density map with two one of the borders being the line through
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the atomic core. The distance at which the electron density falls below 0.01a−3
0 is taken

as R0
[108]. Again, the direct calculation of R0 for transition metals is not recommended.

Instead, the average of the preceding group 2 (II) and following group 13 (III) element
is used[108]. It should be mentioned here that the alternative method of setting the
$pointval-keyword with the option geo=line, which allows to print the electron density
along a line directly, appears to yield different results even though in the newer version
of Turbomole, this is the preferred version to output density plots. This discrepancy
however, was not investigated further. Again, the direct calculation of R0 for transition
metals is not recommended. Instead, the average of the preceding group 2 (II) and
following group 13 (III) element is used[108]. For some atoms, no triple or quadruple-
zeta basis set was available in the basis set file. In these cases, the correct basis set
was downloaded from the EMSL basis set library (https://bse.pnl.gov/bse/portal). For
atoms heavier than Kr, effective core potentials were used. The open shell atoms Ga,
In, and Tl, require the employment of Oh symmetry of R0 only. The define script
of Turbomole thus automatically detects that the open shell is threefold degenerate
and allows to split the remaining electron into all three orbitals (i.e., 1/3 occupancy).
This step is crucial since in lieu of symmetry, a cylindrical electron distribution around
the open shell atoms is obtained, and no R0 can be assigned. Using symmetry for
the unrestricted DFT-level as well yields significantly different values for IP and the
polarizability, which are however not in agreement with the values published! It is not
clear why the symmetric values have not been used by Grimme, and possibly is only an
oversight. Since the rest of the DFT-D functional has been fitted to the values he shows
in Ref[108], it was decided to strictly follow this methodology. For In, the C6 parameter
obtained including symmetry is 16.51 Jnm6mol−1, which is markedly different from
the correct 37.33 Jnm6mol−1. On a technical basis it should be added that obtaining
converged unrestricted calculations for the open-shell atoms was not trivial. Without
symmetry, it was necessary to the set the occupation of In and Tl by hand to

$alpha shells

a 1,2 (1)

If symmetry was employed, the start guess for UHF did not allow for partial occu-
pancies. As workaround, the occupation was defined for the doubly negatively charged
species, which yields an occupation of (1) electron for all three degenerate t2g orbitals.
In the control file, the occupation was then set by hand to (1/3).

In order to test the method
Overall, the values of Grimme have been well reproduced. Small discrepancies can

be attributed to the finite grid size of the electron density. The obtained R0-parameter
for La-Hg is in good agreement with the one from Tonigold et al. (1.7Å, [private
communication]). However, the C6-parameter is somewhat smaller (59.35Jmol−1nm6).
In order to double-check the results, C6 and R0 were also computed by Georg Heimel
using the Gaussian03 software. Except for small discrepancies which are attributable
to the differences in the basis set (Gaussian uses, e.g. a smaller core for the ecps), the
values shown here were confirmed.
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Table 4.1: C6 and R0 for selected atoms as calculated by Grimme and by ourselves.

Published by Grimme (Re-)calculated

C6 (Jnm6mol−1) R0 (Å) C6 (Jnm6mol−1) R0

Ar 4.61 1.595 4.61 1.596
Ca 10.80 1.474 1.475
Ga 16.99 1.650 16.99 1.647
Kr 12.01 1.727 12.01 1.727
Sr 24.67 1.606 1.608
In 37.32 1.672 37.33 1.697
Xe 29.99 1.881 29.99 1.881

Ba 1.766
Tl 57.27 1.679
La-Hq 43.63 1.723

Alternative method for distance determination

Instead of employing benzene as reference system to calculate the repulsive and the
attractive term, and then using the charge transfer energy to create a (pseudo)potential
well in which the molecule resides, we present here an alternative method which relies
on the experimentally known adsorption distances. To the best of our knowledge, the
only suitable molecule for which high quality data are available on all three coinage
metals is PTCDA[132, 181, 186, 187]. Upon adsorption, this molecule experiences little ge-
ometric distortion of only some hundredth Å, and can hence be considered to be de
facto planar. It is thus convenient to use this molecule for an empirical, experimen-
tal parameterization of the adsorption height. Beforehand, the boundary conditions
for the corresponding potential should be discussed. It is reasonable to assume that
the maximal distance corresponds to the sum of the van-der-Waals radii of metal and
molecule. Indeed, this is exactly what is observed for PTCDA on Au(111), where vir-
tually no charge transfer between adsorbate and substrate occurs[186]. Furthermore,
the distance can be expected to be smaller the larger the charge transfer is. However,
linear or quadratic dependence on ∆Q is out of question, because they show (for some
molecules) a self-amplifying effect, i.e., the closer a molecule comes to the surface, the
larger the transferred charge becomes, which in turns forces the molecule even closer
again. Many commonly used potentials, such as the Lennard-Jones(exp,6) or the Morse
potential, employ an exponential dependence between energy and distance as dominant
term. It thus suggests itself to use a logarithmic ansatz of the form

d = dvdW ln
∆Q

Q0 + 1
(4.14)

Here, dvdW is the van-der-Waals distance between metal and molecule (i.e., the sum
of metal and carbon van-der-Waals radius). Using equation 4.14 to fit the experimental
adsorption heights of PTCDA on Au, Ag, and Cu published in Refs. [132, 181, 186, 187], a
value of Q0 = 0.445e is obtained.

Applying the new adsorption height determination, the obtained work-function mod-
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ifications agree only slightly worse with the experiment, see figure 4.10. Naturally, the
results for PTCDA are in excellent agreement. Otherwise out of a total of 31 systems,
17 are found within the experimental error, and 9 more are located within 0.4eV of the
measurement. The most severe errors in the simulation occur again for MV0 on Au,
and also TNFCN on Au is badly described in this approximation. The other systems
for which the algorithm fails are HMT on Au and Ag, PYTON on Ag, and P4O on
Ag. In general, a somewhat larger distribution of the values is observed, and the mean
average deviation increases to 0.234. Nonetheless, given the few data point used for the
parameterization, the agreement between simulation and experiment can be considered
as very good.

Impact of the method used to obtain the molecular gas phase values

To demonstrate the general applicability of the method, Figure 4.11 shows the calculated
work-function modification using AM1 input parameters instead of B3LYP/6-31+G*.
The agreement between simulation and experiment is still very good, 24 systems are
found within twice the experimental error. Even with these parameters the same three
systems as in the main text are badly described. Additionally, the simulation also
apparently fails for PFP on all three metals as well as MV0 on Au; in all cases, the
work-function is computed too large. In total, the mean unsigned error is found to
be 0.256, which can still be considered to be good agreement between simulation and
experiment.

Numerical Stability and Impact of the Actual Choice of the Chosen
Parameterization

Since only a small training set has been used to obtain the model parameters, some final
remarks should be made on the stability of the results with respect to the chosen pa-
rameters. To that aim, some parameters have been strongly modified and change with
respect to the default parameter are shown below. The first parameter to be varied was
the broadening of the peaks, shown in Figure 4.12a. In most cases, the broadening does
not have significant impact on the obtained work-function modification. Only for the
molecules HMT, the influence of the actual choice of σ on the simulated work function
exceeds 0.1eV, which is likely related to the fact that no charge-transfer occurs at too
small broadenings.

The second test parameter was the influence of the Parameter used to scale the molec-
ular area. As shown in Figure 4.12b, the impact is much larger for this value, indicating
that the packing density is indeed a very important parameter governing the interface
energetic. Another importance factor to consider is the charge-transfer distance, which
is given by the distance between the molecule and the mirror image plane. Figure 4.12c
demonstrates the situation for larger and smaller charge-transfer distances. Naturally,
the effect depends very strongly on the donor or acceptor strength of the system, and
the prediction of the work-function modification for F4TCNQ changes by as much as
0.3eV upon increasing or decreasing z by ±1Å.
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Figure 4.10: Simulated (open symbols) and experimental work-function modifications
∆Φ on Au (dark yellow) Ag (dark gray) and Cu (orange) the electrostatic
method described above

180



4 Structure-to-Property Relationships

Figure 4.11: Simulated (open symbols) and experimental work-function modifications
∆Φ on Au (dark yellow) Ag (dark gray) and Cu (orange) using AM1 input
parameters
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Figure 4.12: Simulated ∆Φ as function of the orbital broadening (top), the area scaling
factor (middle), and the charge transfer distance (bottom).
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5 Summary and Conclusion

In this thesis, investigations on interfaces between coinage metal surfaces and strong elec-
tron donors and acceptors were performed. To get a general overview, several specific
systems were investigated: At first, the ability to donate charge into high work-function
materials such as gold, as well as the into the lower work-function materials silver and
copper was demonstrated. In this context, the molecule 1H,1’H-[4,4’]bipyridinylidene
(HV0) was introduced as particular powerful electron donor. Upon deposition of a mono-
layer of this molecule, the effective work function of the system is strongly reduced. The
result exceeds the work-function modification that can be achieved by deposition of the
prototypical organic electron donor tetrathiafulvalene (TTF). The strong interaction of
HV0 with the metal surfaces induces a bending in the formally almost planar molecule,
which apparently counteracts the work-function reduction induced by charge transfer.
Nonetheless, the net result on Au(111) is a reduction by ca. 1.4-1.8eV. Later, in a joint
theoretical and experimental study, the results were verified using the HV0-derivate
N,N’-dimethyl-[4,4’]Bipyridinylidene (MV0). Interestingly, the bending observed for
HV0 is absent in MV0. Therefore, there is no compensation of the bond-induced work-
function modification by a molecular dipole. A work-function reduction on Au(111)
from 5.5eV to 3.3eV was observed experimentally, equivalent to gold exhibiting the
electronic properties of pristine Mg or Ca. Good agreement between density functional
theory (DFT) calculations and ultraviolet photoelectron spectroscopy (UPS) results was
obtained, demonstrating the applicability of the applied methodology to these kind of
systems. As a third electron donor, the molecule 9,9’-ethane-1,2-diylidene-bis(N-methyl-
9,10-dihydroacridine (NMA) was characterized theoretically and experimentally.

Extending the investigations to the intermediate electron acceptor 1,4,5,8,9,12-Hexaaza-
triphenylene-2,3,6,7,10,11-hexacarbonitrile (HATCN) on Ag(111) revealed that metal /
organic interfaces can be subject to phase transitions, in this case from the classical face-
on to an edge-on, more SAM-like structure. The change of orientation was detected
using multiple experimental methods, including UPS, thermal desorption spectroscopy
(TDS), and reflection absorption infrared spectroscopy (RAIRS). The accompanying
sharp rise in the work function of the sample was rationalized using theoretical calcula-
tions. It was also demonstrated in a joint experimental and theoretical study that on Ag,
HATCN exhibits metallic character, which can be exploited to form a “soft” contact to
subsequentially deposited organic material without disturbing its energy levels. While
for HATCN on Ag satisfying results could be obtained using standard DFT-functionals,
poor performance was found for HATCN on Cu and HATCN on Au. However, the
lack of agreement between theory and experiment in these cases cannot be blamed on
a flawed methodology only, since also the experiments indicate that no nicely closed
monolayer is formed on these materials. In other words, the system assumed by the
periodic boundary conditions employed for the calculations does not represent the real-
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world situation. A clear conclusion of this chapter is that reliable comparisons between
DFT calculations and experiments are possible only for strongly interacting substrate
/ adsorbate systems. Calculating the in terms of general structure and electron affin-
ity similar molecule coronene-1,2,5,6,9,10-hexaone (COHON) on Ag(111) reveals that
despite the similar electronic properties and the identical size of the unit cell, the work-
function modification induced by adsorption can be significantly different. This clearly
demonstrates that details of the adsorption geometry, such as adsorption distance and
bending, plays an important role for the level alignment in these kind of interfaces. An
interesting similarity between COHON and HATCN, however, is that neither of them
appears to be subject to depolarization, i.e., the work-function modification is almost
independent of the coverage as long as no morphological changes occur. It was found
that in these specific cases, this is the result of canceling the coverage-dependent effects
on the work-function modification induced by bending and the work-function modifica-
tion induced by charge-transfer.

From X-ray standing wave (XSW) measurements on the organometallic compound
chlorogallium phthalocyanine (GaClPc) on Cu(111) it could be inferred that the strong
geometry distortions generally found upon adsorption don’t need to be confined to down-
ward bending of peripheral groups. Instead, in GaClPc the Ga-Cl rod, which is located
in the middle of the molecule, is pulled towards the copper surface. Computational
analysis of the electronic structure showed that in this system about half of the exper-
imentally observed work-function decrease can be attributed to the permanent dipole
moment of the molecule. Of the remaining part, 50% are due to Pauli pushback from
the organic macrocycle, while the other half is due to polarisation of the Ga-Cl bond.
Because of the inert nature of the macrocycle, hardly any charge transfer between metal
and adsorbate is observed.

Calculations on cyclophanes consisting of weak donors and acceptors covalently bound
together showed that despite the enforced overlap of the wave functions, no significant
charge transfer takes place. This holds true even for DFT calculations, which usually
overestimates this process. A direct conclusion from the studies performed in this sec-
tion is that all-organic interfaces cannot be created from relatively stable species, but
strong electron donors and acceptors, like the ones studied in the earlier parts of the
thesis, must be employed.

In contrast to the cyclophanes, strong charge transfer has been observed between the
organic molecules HV0 and2,3,5,6-tetrafluoro-7,7,8,8 tetracyanoquinodimethane (F4TCNQ).
Adsorbing this charge-transfer complex on Au(111) or Ag(111) leads to unexpected re-
sults. DFT calculations reveal that the observed work-function modification is governed
by the organic compound which is farther away from the surface. Phenomenologically,
the work-function is almost the same as if the outer molecule was adsorbed at the
same effective adsorption distance as in the complex, but without the sandwiched or-
ganic layer present. This effect is found for both Ag and Au as substrate, and for
either orientation of the charge-transfer complex. Electronically, the computed charge-
rearrangements reveal that that typically, both donor and acceptor part are involved
in the formation of a (di)polar bond to the metal. An interesting exception occurs for
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the Au/F4TCNQ/HV0 system, were hardly any electron rearrangements were found
upon sequential deposition of HV0 on the F4TCNQ modified Au surface. Even Pauli
pushback, which is generally thought to be ever-existent, is not observed for this sys-
tem. It must be concluded that in strongly interacting systems, the requirement of the
formation of a dipole which realizes Fermi-level alignment is a stronger condition than
the displacement of electron density due to Pauli repulsion. A second conclusion that
can be drawn is that, obviously, the net work function becomes pinned at the level of
the outermost part of the system, i.e., the molecule closest to the vacuum level against
which the effective work function is measured.

From the overall behavior of these specific systems, general structure-to-property rela-
tionships were extracted. The most obvious work-function to adsorbate-geometry rela-
tionship was found in the calculations of the three-components systems, were it became
evident that increasing the adsorption distance between metal and adsorbate yields a
larger work-function modification. Due to some effects not covered within DFT, it can-
not be clearly stated whether this relationship will also hold for real systems; it can be
concluded, however, that the source for the observed dependence on the metal/molecule
separation is the charging energy, i.e. the tendency of a charged system to avoid further
charging. The amount of the charging energy can be relatively large, and was shown
to reduce the achievable work-function modification by up to 0.8eV; it is hence a factor
which significantly mitigates the achievable net work-function of metal/organic inter-
faces, and it should be a goal in the development of enhanced molecules to reduce this
effect as much as possible.

As next step, the impact of the molecular dipoles in Fermi-level pinning was studied
in more detail. This is of particular relevance since most redox-active monolayers expe-
rience strong geometric distortions upon adsorption, typically in the form of downward
bending of docking groups. In turn, a molecular dipole moment is induced, which often
has the opposite sign of the dipole moment from the charge-transfer process. Here it
was shown that the common interpretation that the molecular bend affects the work-
function modification adversely is only partially correct. The condition of Fermi-level
alignment requires that the net potential step between metal and molecule is a (to first
approximation) fixed value, determined only by the energy of the pinned level and the
Fermi energy. Any dipole moment introduced in the spatial region between metal and
organic, e.g. by downward bending, must by compensated for by an accordingly larger
charge transfer. The only impediment of the work-function modification is hence via
the charging energy. In contrast, introducing a permanent dipole outside the direct
metal / organic junction, e.g. by upward bending or by head-group substitution of
self-assembled monolayers, does not influence the charge transfer, and such dipoles can
be exploited to create extraordinarily large work-function modifications.

To find out whether the relationships just describes also hold in more realistic sys-
tems, the impact of N,N’-dialkylation on doubly reduced viologen monolayers was tested.
Ever more bulky substituents were used with the aim to increase the adsorption distance,
while also inverting the bending from downward to upward. As predicted, it was found
that the larger work-function reductions on Au(111) can be achieved by increasing the
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steric demand of the molecules.

Finally, a semi-classical model was devised to allow for a faster estimation of the work-
function modification induced by adsorption of organic electron donors or acceptors. To
that aim, each process occurring on the interface was re-evaluated and eventually param-
eterized. To avoid errors from DFT calculations, the ionization potential and electron
affinity of the molecules, as obtained from the finite energy differences of the neutral
and the charged species, are used. All levels are equally broadened. The screening of
the metal was accounted for using a mirror image approach. From the relative posi-
tion of the adsorbate levels and the metal Fermi-level, the amount of charge transfer
is inferred, and the corresponding potential drop between them is calculated via the
Helmholtz equation. The charging energy is accounted for by linear interpolation be-
tween the electron addition (removal) energy and the vacuum level. Pauli pushback
was parameterized as a function of the adsorption distance using a monolayer of ben-
zene as the training system. Since all these effects are interdependent, as self-consistent
algorithm is used to obtain a prediction for the total work-function modification. The
molecular volume, defined as fraction of the space in which the electron density is larger
than a certain threshold, is exploited to estimate the molecular area and hence the unit
cell size. To determine the adsorption distance,a potential well is created consisting
of the energy contribution of Pauli repulsion and van-der-Waals attraction (both pa-
rameterized using the benzene monolayer on all three coinage metals), plus the energy
gained upon charge transfer. It is assumed the metal / molecule separation corresponds
to the position of the minimum of this potential well. The algorithm is then applied
to a test set consisting of more than 30 metal/organic interfaces. Excellent agreement
is obtained, with 90% of the predicted work-function modifications being within twice
the experimental error.
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6 Appendix: How to build flat organic
donors / acceptors

6.1 Preface

The original aim of the work presented in the appendix was to present a guide how
molecules could be modified chemically to tune either the position of the ionisation
potential (IP), the electron affinity (EA), or the orbital gap. Of course, such a question
is so basic that it was naive to believe that nobody else would have successfully tackled
it if there was an easy answer. Some guidelines can indeed be found in basic chemistry
textbooks. Most of them, however, are rather vague, and more general principles than
rigid rules. Unfortunately, many relevant quantities, such as atomic charges or the
LCAO coefficient on a particular atom, are not only no physical observables, but even
cannot be rigorously defined in quantum-chemical calculations. Their values depend
strongly on the choice of the employed method. As a consequence, most of the rela-
tionships found between chemical functionalization and change in IP / EA are not as
rigorous as desired, and/or should be tested for their stability with respect to changes
in the methodology.

This work is only indirectly relevant to metal/organic interfaces, and therefore shown
in a separate appendix. Also, due to the inherent methodological problems mentioned
above, some of the conclusions may be biased by the employed methodology. The
following text is a wordily reproduction of a manuscript draft with only minor edits.
However, in the present form it is not intended for publication in a peer-reviewed journal,
and appropriate caution should be exerted when adopting the conclusions drawn herein.

The data and conclusions presented hereafter build on the knowledge generated by
the bachelor thesis of Johannes Kofler, who investigated the relation of IP and EA to
the various types of Hammett constants, Peter Krabb, who related the shape of the
π-backbones to the polarizability, and Bernhard Kretz, who checked the consistency of
various charge partition schemes. Also, the calculations and conclusions were discussed
in several meetings with Karin Zojer and Egbert Zojer.

6.2 Introduction

Within organic optoelectronic devices, like organic light emitting devices (OLEDs), or-
ganic field effect transistors (OFETs), or photovoltaic cells, special attention is given
to charge-injection layers connecting the metal electrodes with the (organic) active
material[278]. These layers often consist of planar, π-conjugated molecules with dedi-
cated electron donating or accepting properties. Recently, several molecules have been
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investigated both theoretically and experimentally[130, 266], and their ability to improve
above mentioned devices has been demonstrated[279]. The material of the charge injec-
tion layer must meet several requirements: Obviously, it must lower the charge injection
barrier significantly. It should also bind strongly to the metal surface, so that it will not
be removed by further processing steps during the device manufacture. Air stability and
solubility in standard solvents are also important features. Although the latter issues
can be overcome, e.g. by working under inert gas conditions, they pose important cost
factors to industry. In the case of a simple contact, the injection barrier for electrons
Φe (holes Φh) is given by[10]:

Φe = ΦM − EA−∆ (6.1)

Φh = IP − ΦM + ∆ (6.2)

∆ = ∆PB + ∆DP + ∆BD (6.3)

In these formulas, ΦM denotes the work function of the metal, IP the ionization
potential and EA the electron affinity of the molecule. The quantity ∆ designates the
step in the vacuum level (VL) of the system upon adsorption (per definitionem positive
when the vacuum level increases), which arises from the modification of the surface
dipole. The latter is determined by three effects: On one hand, the electron tail of
the metal, which extends beyond the nuclear bulk, is repulsed by all electrons of the
adsorbate. This is often referred to as Pauli-repulsion or pushback effect (∆PB), and is
always connected to a VL decrease. Since every molecule possesses at least one electron,
this effect is always present, although to different amounts. It has been determined
experimentally for noble gases on coinage metals Cu, Ag, and Au, where it amounts to
≈0.5 eV[32],and for the inert hydrocarbon tetracontane on gold, where it reduces the VL
by ≈0.7eV[30]. The second effect, ∆DP , designates the intrinsic dipole moment of the
molecule in the direction perpendicular to the surface. It can reach values up to several
eV[143], and can be easily tuned by the packing density, which, for sub-monolayers,
influences the VL shift linearly. Only for densely packed cases, mutual depolarization
of the dipoles takes place, and deviations from linearity are observed[167]. The last effect,
∆BD, arises due the additional dipole formed by charge rearrangements between metal
and molecule upon adsorption, i.e. when a new bond is formed. The come about can be
understood as follows. In every substance (molecule or bulk metal), all electrons share
the same chemical potential µ, given as the derivate of the total energy with respect to
the number of electrons.

δE

δN
= µ (6.4)

The chemical potential µ corresponds[280] to the negative of the total electronegativity
χ as defined by Pauling and Mulliken, which, in the finite-difference-approximation, is
given by the average of the ionization potential and the electron affinity. Note that for
metals, IP and EA are identical, and χ corresponds to the work function.

− µ = χ ≈ IP + EA

2
(6.5)
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When two moieties come into contact, their electronegativity will tend to balance[281],
i.e., charge will flow from the higher potential to the lower one. This way, a new bond is
formed. The derivate of the chemical potential with respect to number of electrons, i.e.,
the second derivate of the energy, has been defined as chemical hardness[282], η. The
smaller this quantity, the fewer electrons need to be transferred to equalize the potentials.
Thus, it can be regarded as the resistance to change in the electron density of a given
molecule. Again making use of the finite-difference-approximation, the hardness can be
estimated by the difference of IP and EA[283]

η =
δµ

δN
=
δ2E

δN2
≈ IP − EA

2
(6.6)

The factor of 1
2 in 6.6 was originally introduced arbitrarily to obtain similarity with

6.5[284]. Clearly, this equation cannot hold for bulk metals, where IP and EA are equal
and the hardness hence would be zero[127]. It has been argued[285] that rather two times
the inverse of the density of states (DOS) at the Fermi-level, EF should be taken as
measure.

η =
2

DOS(EF )
(6.7)

The value of total electronegativity and chemical hardness is well appreciated in
chemistry, as their inclusion into standard textbooks demonstrates. To strengthen the
understanding of the use of χ and η, consider the case when a certain amount of electrons,
∆N , is transferred to or from a reaction partner. The total energy can then be expanded
in a Taylor-series[283, 286], which in the following equation is truncated after second order.

E = E0 +
δE

δN
+

1

2

δ2E

δN2
+ ... (6.8)

The quantities χ and η are therefore important parameters for the assessment of
charge-transfer reactions. Bearing in mind that the numbers of electrons transferred
must be equal for both partners, and that χ must equalized through that transfer, ∆N
can be calculated. Between metal and adsorbed molecule, it is given by the equation[283]

∆N =
χmetall − χmolecule

2(ηmetall + ηmolecule
(6.9)

The electron transfer and hence ∆BD is therefore driven by the difference of elec-
tronegativity and hindered by the combined hardness of the system. From all this
said above it becomes evident that it does not suffice to concentrate on low IPs (EAs)
to achieve low hole (electron) injection barriers, but that rather IP and EA must be
viewed together. In the further course of this work, we will recall several structure-
activity relationships which can be used to tune those quantities: (i) the shape of the
molecular backbone; (ii) the effect of hetero atoms in these backbones and (iii) the im-
pact of various substituents. Within (iii), we will show that Hammett constants or the
Swain-Lupton constants can be employed to estimate the relative impact of different
substituents depending on their position relative to the π-system at a glance, without
needing to actually calculate all possible structures ab initio. Finally, we will exploit
those structure-activity relationships to propose one especially potent electron electron
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acceptor molecule.

6.3 Methodology

All values have been computed using the density function theory hybrid functional
B3LYP with a 6-31+G* basis set as implemented in the Gaussian03[71] program suite.
A basis set including diffuse function was chosen since there is general agreement in
the scientific community that for the correct calculation of the weakly bound extra elec-
tron of anions, functions which reach far out into space are conditio sine qua non. All
convergence criteria were left at their default values. Frequencies calculations were per-
formed to ensure that the optimized structure is a true minimum. Ionisation potential
IP and electron affinity EA were obtained by performing a single point calculation of
the charged radical cation / anion at the fully optimized geometry of the neutral species
and taking the difference of their energies according to the equations below

IP = E(cation)− E(neutral) (6.10)

EA = E(neutral)− E(anion) (6.11)

I.e., in contrast to the other parts of the thesis, the correct definition of EA has
been employed, to comply with the definitions of χ and η. B3LYP is known to per-
form well for ionization potentials and electron affinities. Riley et al.[72] found average
unsigned errors below 6 kcal/mol (0.26 eV) and below 4 kcal/mol (0.17 eV), respec-
tively, for this method. It has been reported that EAs are in many cases computed
too positive[73, 287, 288], while IPs are often too small[74, 287, 288]. It should be stressed
that these rules of thumb do not always apply, and counter examples can be given[289].
Since only vertical ionization potentials and electron affinities were calculated, no zero
point vibration energy correction was employed. Unless stated otherwise, no symmetry
constrains were allowed in order to prevent bias of the results.

6.4 Results and Discussion

6.4.1 Comparison of π-backbones

The easiest and probably most obvious way to influence ionization potential and elec-
tron affinity is by changing the spatial dimension of the corresponding π-system. With
increasing size, the gap between HOMO and LUMO (which energies, via Koopmans
theorem[90], are associated with IP and EA, respectively) becomes smaller; hence, IP
and EA are lowered. As a hand waving argument, it can also be thought that the more
electrons are in the system, the easier it is to extract one, and the more difficult to
add. Since the changes in IP and EA are almost equal, the total electronegativity χ is
not affected, in contrast to the hardness η, which is significantly reduced. The latter
statement is in agreement with the requirement that the hardness must go towards
small values for an infinitely extended π-system like graphene, which is known to be
a zero-gap semiconductor. Fig. 6.1 visualizes the principles explained above for the
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Figure 6.1: Evolution of IP and EA with increasing π-system (left). Functional depen-
dence of total electronegativity and chemical hardness on 1/n (right)

special case of acenes.

It is obvious that a molecules is softer the better the conjugation. It is, however, not
so clear what the topology of the molecule must look like to achieve the best conjugation
possible. In order to clarify this issue, several possible homologous series of conjugated
chains or aromatic rings have been tested, trying to cover the most commonly used
motifs. The chemical hardness, being strongly related to the optical band gap, changes
proportional to 1/n for small n, and eventually levels out[290]. Here, n is the number of
repeat units. In order to keep out of the “leveling out”-region, we chose to use n=2 to
n=4 for condensed rings, n=2 to n=6 for oligoacetylenes and n=1 to n=3 for all other
topologies investigated. Within any series, the best conjugation is achieved when the
whole molecule is planar. Hence, all calculations in this section were done assuming Cs
or higher symmetry. The results for η are shown in Fig. 6.2. Since χ remains constant
in these series, η is a good indicator also for the evolution of IP and EA, which are not
depicted here.

Within the molecules tested, the hardness varies between roughly 4eV and slightly
below 2eV. The softest backbone within this test set was found to be Heptacene with
η=1.84 eV. In general, acenes showed very low hardness values, followed by the various
conformations of oligoacetylenes. The latter exhibit, at least within the range investi-
gated, similar hardness within 15-20% independent of the configuration, although with
the clear trend that the hardness decays faster for the all-trans motif. More complicated
topologies like kinked acenes (circles and triangles in top right in Fig. 6.2) are already
harder for small n and decrease their hardness slower with increasing system size. Also
phenyl rings linked via single or double bonds (Fig. 6.2 bottom right) are less favorable
in terms of conjugation. Finally, it should be noted that linked five-membered ring het-
eroaromates (for which the absolute value of η will be discussed in a separate section) all
reduce the hardness at a similar, comparably slow rate. Investigations concerning the
evolution of the optical gap or the excitation energies with increasing chain length have
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Figure 6.2: Hardness parameter η for various conjugated, planar systems

been done before by various authors[290–293]for parts of this test set, as well as several
other molecules, at comparable levels of theory. When extrapolating the hardness to
infinite chain length assuming constant 1/n behavior over the whole range, we find that
the relative ordering is in excellent agreement with the ordering of the band gap at infi-
nite chain length reported in the literature cited above, as is the relative slope at small n.

Effect of hetero atoms

Inclusion of hetero atoms into the π-system provides a very efficient, easily understand-
able way to modify the character of a given molecule. With the exception of boron,
every possible substitute has higher (atomar) electronegativity than carbon. Following
the principle of electronegativity equalization, χ (for the whole system) will hence be
increased in general. Both IP and EA rise, since due to the higher nuclear charge, the
atomic levels are stabilized in terms of energy. As the molecular orbitals can be thought
of as linear combination of the atomic orbitals, also their energy is reduced, which, via
Koopmans theorem[90], directly relates to increasing IP and EA. In the spirit of Slaters
rules[294] , EA increases slightly more than IP, leading to a reduction of η. The effect of
increasing nuclear charge is counteracted by the mismatch in size of carbon and hetero
atom p-orbital. This leads to poorer overlap, which in turns results in a destabilization
of the π-system, and hence a decrease in IP and EA. The net effect is for di-substituted
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Figure 6.3: Evolution of IP/EA/χ/η for hetero atoms for systems isoelectronic with
benzene (left) and with two additional π-electrons (right)

rings is depicted in Fig. 6.3.

The paragraph above is only valid for systems whose π-system are isoelectronic with
the carbon counterpart. There are, however, also cases in which the π-conjugation is
propagated via electron lone pairs. (See Fig. 6.3, right). In those cases, more electrons
participate in the conjugated system. Hence, HOMO and LUMO come closer together,
yielding reduction of IP, while EA, on the other hand, is still increased. As direct conse-
quence of eqs. 6.5 and 6.5, χ is reduced, as is η. Fig. 6.3 demonstrates these effects for
modified benzene rings. Note that simulations replacement of two atoms was performed
in order to preserve closed-shell character for all systems. In literature, the effect of
hetero atoms on the band gap as a function of group number and period of the hetero
atom is well documented for hetero atoms in 5- and 6 membered rings[291, 292] as well
as for hetero atoms as linkage between phenyl rings[295].

Quinoid or Benzoid

From Simple Hückel Theory, it can be shown that closed ring systems with 4n+2 π-
electrons - n being any integer number - are especially stable, while those with 4n elec-
trons are not. This is called the“Hückel-rule”, and molecules obeying the former rule are
called aromatic or benzoid. It can also be shown that benzoid molecules have a smaller
band gap, and hence smaller chemical hardness, than non-benzoid ones. Quinons are a
common class of molecules with 4n π-electrons. Being oxidized derivates of benzene or
related molecules, they also show strong influence on χ, thus making them well suited
for the creation of acceptor molecules.
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Table 6.1: Donor/Acceptor properties of selected quinoid/benzoid molecules

Molecule IP (eV) EA (eV) χ (eV) η (eV)

9.96 1.89 5.93 4.03

7.90 -0.90 3.50 4.40

7.49 0.25 3.87 3.62

8.73 -1.20 3.58 4.78

Attaching Substituents

Extending the π-system is a straight-forward way to obtain molecules with ever smaller
hardness, but the total electronegativity stays, more or less, the same. To tune the
latter, substituents can be used.

The influence of these functional groups can be divided into two main effects: The in-
ductive effect (I-effect) and the mesomeric effect (M-effect). The inductive effect stems
from the fact that the group has an electronegativity different from hydrogen, and will
therefore add (+I) or reduce (-I) the electron density in the aromatic system. It is
thought to propagate through space and through any bonds, though the exact mech-
anism is still a question of debate[296, 297]. The mesomeric effect originates from the
fact that the substituent can participate in the conjugation, thus also adding (+M) or
lowering (-M) electron density in the backbone. Additionally, depending on the nature
of the functional group, the size of the π-system is increased to some extent, which leads
to a lowering of η. This is only efficient if the functional group is directly attached to
the conjugation. There is another important point that can directly be deduced from
this effect: -M-groups usually build stable anions, thus exhibiting high EAs. The oppo-
site, namely low IPs due to stable cations, is true for +M substituents. Note that for
either sign of M, η decreases. The M-effect is very prone to steric effects, since it is very
important that the π-systems of backbone and substituent overlap as much as possible.
This is best illustrated on the example of aniline (Ph − NH2). The electron pushing
ability of NH2 depends almost exclusively on M (vide infra). As long as the lone pair is
located in the plane of the ring, χ is reduced by 0.51 eV compared to benzene. When
the calculation is repeated with the group rotated by 90◦ (and planarized), the overlap
completely vanishes, and the effect reduced to -0.01 eV. A more detailed discussion of
this effect is given below. Exemplarily, the influence of positive and negative effects are
shown for the case of substituted benzene in table 6.2.

If more than one substituent is used to tune the total electronegativity, the question
is where to locate it in relation to the first one. This not straightforward from first
principle. Two effects - increasing the size of the π-system vs. changing its electron
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Table 6.2: Substitutent effect

Molecule M/I IP (eV) EA (eV) χ (eV) η (eV)

0/0 9.20 -1.50 3.85 5.35

+/+ 8.18 -1.12 3.53 4.65

-/- 9.98 0.89 5.44 4.45

density - are differently pronounced on different sites. For substituents with different
signs for I and M, this can go as far as changing the net effect from electron donating
to electron accepting (see table 6.3). It is common chemical knowledge that the conju-
gation is usually most efficient in para-position, less pronounced for ortho-substitution
and worst at the meta-position of a phenyl ring. More generally speaking, the conjuga-
tion is disturbed if you cannot find a way of alternating single/double bonds from the
first to the second substituent. This can be rationalized by the resonance structures of
those entities. In such cases, often the inductive effect dominates.

Table 6.3: Substitutent effect

Molecule Size IP (eV) EA (eV) χ (eV) η (eV)

— 8.18 -1.12 3.53 4.65

o 7.57 -1.08 3.24 4.33

m 7.83 -1.02 3.41 4.43

p 7.49 -1.06 3.22 4.27

Deciding for a substituent

From the chemical structure alone it is often very difficult to estimate the relative
strength of substituents. Fortunately, experiments have been conducted for a huge
number of functional groups. Most prominent among them are those proposed by
Hammett[298] ,σ , where the dissociation constant of meta- and para-substituted ben-
zoic acids were measured and compared with the unsubstituted molecule. The ratio of
both equilibria is known as “Hammett-constant” σ, and has been successfully employed
in several quantum structure-activity relationships (QSPR)[299]. Later also other re-
actions were employed to extend the investigation to a larger variety of substituents.
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Subsequent studies by Swain and Lupton[300] and Taft[301] and others successfully parti-
tioned Hammett’s constant into its inductive (F) part and resonance part (R). A review
and compilation of data has been given by Hansch et al.[302].

It is clear that Hammett’s constant is related to influences on the electronic sys-
tem, and can conveniently be exploited to estimate the impact on molecular orbital
energies[303]. Of course, several arguments can be brought forward against that state-
ment. First of all, Hammett’s equation is purely empirical and lacks profound theo-
retical foundation. However, Hammetts equation has been very successful, and no one
pretends that it holds perfectly; rather, the constant should be used as a guide. Fur-
thermore, most experiments have been performed in solution and should, therefore, not
be directly applicable to calculations in gas phase. This is the most problematic aspect,
as the solvation energy is surely dependent on the nature, the form, and the size of the
substituent. It is another serious drawback that for many groups, several different σ
values exist, but there is some agreement for the most common ones[304]. Also, it must
be admitted that Hammetts constant was parametrized for reactions with a specific
reaction center (the acid group), which does not exist in the calculation of IP and EA.

Despite these shortcomings, we have computed sets of 13 substituents attached to the
2-position of a series of condensed ring (naphtacene, anthracene, naphthalene and pen-
tacene) and correlated the change of IP, EA, χ, and η (with respect to the unsubstituted
moiety) with σp, assuming the functional dependence

∆X = ρσp (6.12)

With X being the property related (i.e., IP, EA, χ, and η) and ρ being a proportionality
factor to be fitted.

As Fig. 6.4 shows, equation 6.12 is well fulfilled for ∆IP, ∆EA, ∆χ and ∆η. The
correlation coefficient R is above 0.9 in all cases. As expected, the slopes of the inter-
polation lines, i.e., ρ, decrease predictably with the size of the backbone demonstrating
that the larger the backbone, the smaller the influence of a single substituent. On the
other hand, no significant correlation with η was detected. This is not surprising, as it
obviously is impossible that one single parameter describes at the same time the sum
and the difference of ∆IP and ∆EA. It is however interesting to notice that the values
of ∆η do not scatter much (within roughly 0.5 eV) within the same backbone.

In a refinement of Hammetts original experiments, special measurements were per-
formed to obtain distinct data for the delocalization of positive (σ+) and negative (σ-)
charges. Using the former to estimate ∆IP and the latter to estimate ∆EA yield regres-
sion lines of higher quality (R > 0.94), see Fig. 6.5. It should be noted, however, that
for some of the groups used for the evaluation, no values for σ+ and σ- were available.
These hence were excluded from this set. Employing those two correlations it should
also be possible to estimate ∆χ and ∆η with high accuracy by employing and the sum
of σ+ and sigma- and their difference, respectively. It is satisfying to notice that this
indeed works well for ∆χ, with R > 0.97, although, unfortunately, the correlation with
∆η remains poor (R< 0.4). This, however, can be attributed to the fact that the change

196



6 Appendix: How to build flat organic donors / acceptors

Figure 6.4: Correlations of ∆IP (top left), ∆EA (top right), ∆χ (bottom left) and
∆η (bottom right) with σp. The substituents used and the corresponding
Hammett constants are shown in Table 6.4

in hardness is roughly independent of the substituent attached.

Deviations of calculated values from the regression lines can be partly attributed to
experimental errors in the determination of σ. Moreover, also the calculated values for
IP and EA are not exact, due to the neglecting of solvent effects (in comparison to
experiment) and due to the various approximations implicitly made in the method.

To demonstrate these effects, the molecular orbital coefficients of 1,3,5,7,9,11-Dodecahexaen
has been calculated, along with the atomic charges using the atomic polar tensor (APT)
approach[66]. Unlike Mulliken, APT charges q are calculated analyzing the wave func-
tion (rather than the basis set), and do not suffer from problems connected to diffuse
functions. In order to investigate resonance and inductive effect separately, substituents
for which one effect clearly dominates the other have been attached to this molecule in
various positions. The inductive effect has been investigated using CHCl2, while for
the resonance effect, the NH2 substituent was used. Fig. 6.6 plots (the negative of)
q along with IP, EA and χ of the CHCl2 substituted molecule vs. the substitutent
position. Noteable, the trends of all three parameters agrees with the trend of q, with
the exception of the 1-position. This failure probably arises due to the abrupt end of the
π-system, i.e., the field cannot reach as many electrons as a more central position can do.
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Figure 6.5: Correlation of ∆IP with σ+ (top left), ∆EA with σ- (top right), ∆χ with
σ++ σ- (bottom left) and ∆η with σ+ - σ- (bottom right)

In Fig. 6.7, the evolution of the negative absolute value of the HOMO-coefficient
of the pristine molecule is compared to the evolution of the ionization potential for
the NH2-substituted moiety. Note that the qualitative agreement again is very good,
but that the deviations are larger the farther outside the substitutent is located. This
can easily be explained by the fact that the value of the MO coefficient of the pristine
molecule does not reflect the influence of an increasing π-system. As pointed out in
the first section, increasing the π-system is most efficient when a rod-like molecule is
obtained, i.e., when the branch is located at the end of the molecule, or when there is
no branch at all, i.e. in the 1-position.

Table 6.4 lists Hammett constants as well as (modified) Swain-Lupton constants,
which represent the partition into mesomeric effect R and inductive effect F, as given
in reference [302] and the literature cited therein, for selected substituents. These sub-
stituents will be discussed below in more detail, with emphasis being laid on the relative
quota of resonance via field effect, the relative effect of σp, and the effect of (hypothet-
ical) sterically induced rotation.

The highest values for σp are achieved by inter-halogen compounds (like ICl2) and
substituents containing SO2 (i.e. SO2Cl). They are, however, known to be extremely
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Figure 6.6: Dependence of donor/acceptor parameters on inductive effect and substitu-
tion site of CHCl2 attachted to 1,3,5,7,9,11-Dodecahexaen. ∆ represents
the difference to the value for the CHCl2 substitutent located at position
6.

reactive and easily undergo hydrolysis or dissociation reactions. Both types rely al-
most exclusively on the inductive part. Even higher values for F are only reported for
charged species, which are known to be outside the validity of Hammetts equation. The
nitro group (NO2) is often viewed as substituent of “maximum electron withdrawing
character”. While this is obviously an exaggeration, it indeed has a high value for σp.
For the total value, the resonance part plays only a minor role (R=0.13; F=0.65), so
rotation out of plane due to steric repulsion hardly reduces its overall strength. Upon
substitution with NO2, the EA of benzene is increased by 2.4 eV, when the nitro group
is assumed to be in plane, and 1.7 eV when the nitro group is calculated 90◦ rotated.
In other words, only 30% of the total effect is induced by the mesomery. This robust-
ness, together with easy syntheziablity, makes the group a kind of “working horse” for
the design of acceptors. A somewhat special substituent is the nitrosyl group, NO. It
shows a higher σp than NO2, but in all our calculations, influenced χ less. Instead, it
showed a significant lowering of the hardness, which could be a very useful property.
Resonance and inductive effect are of about the same for this group. Consequently, the
difference between σp and σm is large (0.29 units, about 30% of the total net effect) and
significant site dependency is to be expected. Surprisingly, this substituent is hardly
used in practical applications, and literature of this group mainly deals with anorganic
complex compounds. Compared with NO2, CN exhibits a somewhat larger resonance
effect. Also, due to its linear geometry, rotation of p-orbitals out of the π-plane is im-
possible, keeping the resonance at its maximum value independent of the surrounding.
The inductive effect, on the other hand, is lower then for NO2, thus counteracting the
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Figure 6.7: Dependence of donor/acceptor parameters on inductive effect and substitu-
tion site of NH2 attachted to 1,3,5,7,9,11-Dodecahexaen. ∆ represents the
difference to the value for the NH2 substitutent located at position 6.

resonance advantage. Overall, in cases where the inductive effect does not play a major
role (i.e., when charges on the substitution sites are very small), both functional groups
will be of similar quality, with slight preference of NO2. CN, however, is sterically less
demanding, and therefore enjoys popularity in literature and application. Carbon acids
and aldehydes, being oxidized derivates of methyl groups, are natural electron withdraw-
ing groups, COOH obviously stronger than CHO. For both cases, the inductive effect is
almost 3 times larger than the resonance effect. Usually inferior to CN or NO2, these
groups are valuable substituents in cases where maximum electron withdrawal is not
wanted (e.g., in order to avoid too large distortions of the aromatic system). CHCl2
is a rather weak electron withdrawing group which almost exclusively relies on the in-
ductive effect. Indeed, it turns out to be an excellent test case for substitution with
almost zero resonance effect. Fluorine is another substitutent commonly encountered in
acceptor molecules. Its delicate equilibrium between -I and +M makes it very sensitive
on the nature of the backbone as well as its chemical surrounding, and its net effect is
still subject to studies . Due to the large stability of C-F bonds (binding energy: 498
kJ/mol), fluorine can be used to increase electron accepting properties without introduc-
ing additional reaction centers. Note that, even in cases where both effect counteract
each other completely, the size of the π-system is increased, and hence the hardness of
the compound reduced. Methyl groups, like saturated hydrocarbon in general, exhibit
an electron pushing effect. Since all p-orbitals are hybridized and removed from the
π-system, mesomeric effects hardly take place. Rather, the net effect is almost exclu-
sively based on the lower electronegativity of carbon compared to hydrogen. Alcohols
and ethers possess a large electron pushing resonance part (negative R) counteracting
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Table 6.4: Hammett and Modified Swain-Lupton Constants. Reproduced from Refer-
ence [302]

Substituent σp (eV) σm R (eV) F σ+ σ-

ICl2 1.11 1.10 0.08 1.03 — —
SO2Cl 1.11 1.20 (-0.05) 1-16 — —
NO 0.91 0.62 0.42 0.49 — 1.63
NO2 0.78 0.71 0.13 0.65 0.79 1.27
CN 0.66 0.56 0.15 0.51 0.66 1.00
COOH 0.45 0.37 0.11 0.34 0.42 0.77
COOMe 0.45 0.37 0.11 0.34 0.48 0.64
CHO 0.42 0.35 0.09 0.33 0.73 1.03
CHCl2 0.32 0.31 0.01 0.31 — —
F 0.06 0.34 -0.39 0.45 -0.07 -0.03
CH3 -0.17 -0.07 -0.18 0.01 -0.31 -0.17
OMe -0.27 0.12 -0.56 0.29 -0.78 -0.17
NHOH -0.34 -0.04 -0.45 0.11 — —
OH -0.37 0.12 -0.70 0.33 -0.92 -0.37
NH2 -0.66 -0.16 -0.74 0.08 -1.30 -0.15

an electron pulling inductive effect (positive F). The difference between both effects is
very large, up to 1 unit, so that, dependent on MO coefficient and atomic charge, they
might are generally employed as weak or medium electron donors. Due to the large
value of R, rotation of the group induced by steric effects might alter the net effect
considerably.Note that the resonance never becomes zero, as these compounds have to
lone pairs, which, regardless of the rotation angle, will always at least partly overlap
with the π-system. A large electron pushing resonance part (negative R) counteracting
an electron pulling inductive effect (positive F). The difference between both effects is
very large, up to 1 unit, so that, dependant on MO coefficient and atomic charge, they
might are generally employed as weak or medium electron donors. Due to the large
value of R, rotation of the group induced by steric effects might alter the net effect
considerably.Note that the resonance never becomes zero, as these compounds have to
lone pairs, which, regardless of the rotation angle, will always at least partly overlap
with the π-system. Amines and (di)alkylamines are among the strongest electron donor
groups found in literature. They draw their strength to the better part from resonance
effects, which make them very sensitive to sterically induced out-of-plane rotations (cf.
the example of aniline above). A more detailed review of the influence of the amine
donor strength can be found elsewhere[305].

Fig. 6.8 shows the effect on donor/acceptor parameters of selected monosubstituted
benzenes as function of (hypothetically induced) rotation of the substituent. It is clearly
demonstrated that the qualitative influence on IP and EA depends on the sign of R, i.e.,
positive R lead to decreasing IP and EA, and vice versa. The quantitative influence,
however, depends not only on the magnitude of R itself, but scales with the overlap
between substituent and backbone in the respective orbital. This is best visualized
for the case of NH2 (blue triangles). Here, IP is modified by about 1eV, while EA
is almost unaffected by rotation, since the LUMO of this molecules does not contain
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Figure 6.8: Ionisation potential, electron affinity, total electronegativity and hardness
difference w.r.t. to benzene for selected substituents as function of their
rotation angle (top left to bottom right).

contributions on the NH2 group. It is also noteworthy that CHO at 0◦ rotation influ-
ences χ stronger than CN does, although it has both lower F and lower R. The reason
for this failure can be found in the nature of the HOMO, which exhibits σ-symmetry.
While all above mentioned rules apply to π-orbitals, this is not necessarily the case for
σ-orbitals. Rather, they differ in a few points, which can easily be logically deduced.
Since σ-orbitals do not promote conjugation, the reduction of η will be much lower.
They can, on the other hand, accumulate charge much more effectively. Upon rotation,
symmetry is broken. For small angles, a net nonzero overlap between substituent and
π-system of the backbone exists. A “quasi-π” orbital is formed, yielding reduced IP. As
larger angles, the overlap diminishes due to the spatial separation, and IP is increased
again.

6.4.2 Conclusion

Donor and acceptor molecules will show large charge transfer when the difference of
absolute electronegativity χ of molecule and metal is high, and when their chemical
hardness η is low. From several different backbone examples investigated, we found in
general rod-like molecules, like acenes, to exhibit the lowest hardness. Heavily branched
molecules, especially those which are linked in meta-position, are generally less well con-
jugated. Inclusion of hetero atoms into the backbone dramatically changes χ in either
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direction, depending on whether the lone pair is incorporated into the π-system or not.
The electronegativity increases with group number and decreases with period. Chemi-
cal hardness at the same time is always increased with respect to the pristine molecule.
Transition from benzoid to quinoid structures also poses a powerful tool. Oxidizing /
reducing a given molecule will obviously rise / lower its χ considerably. At the same
time, the stability of an 4n+2 electron system is abandoned, lowering η. Choosing
nature and position of substituents is a more difficult task. We have shown that at
least for acenes as backbone, the Hammett constant σp provides a good first estimate
on the impact on IP, EA, or χ. The change of η was rather insensitive to the nature
of the functional group. Maximization of the effect can be achieved by considering the
resonance effect and the field effect separately, via Swain-Lupton constants. The net
effect of F is driven by the charge difference to the substitution site: the larger the
atomic charge of the substitution site, the larger the impact. Furthermore, the impact
of F is the (qualitatively) the same for IP, EA, and χ. The resonance effect, R, on the
other hand, is driven by the magnitude of the frontier MO-coefficients. IP is determined
by the value of the HOMO, EA by that of the LUMO. By making careful use of these
relation, it is possible to fine tune IP and EA more or less separately.
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